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The development and numerous applications of ab initio multiple spawning (AIMS) have 

shown that ab initio nonadiabatic dynamics was both possible and predictively accurate. 

However, a major bottleneck remained in the solution of the electronic structure problem. 

Here, we discuss recent advances that have enabled large scale ground and excited state ab 

initio molecular dynamics for molecules with hundreds of even thousands of atoms for as 

long as nanoseconds. These recent advances exploit graphical processing units (GPUs) and 

new algorithms adapted for these architectures. We discuss the ab initio exciton model 

which further introduces significant parallelism through coarse-graining of the electronic 

structure problem in the context of the Forster exciton model for excited states. We show 

that the ab initio exciton model can be implemented with not only locally excited states, 

but also charge transfer and triplet-triplet states. First applications for photosynthetic 

proteins and singlet fission are discussed. If time permits, we also discuss new applications 

in the context of fluorescent proteins. 

 

 

	

PL-1



Present and future of multiscale approaches combining quantum chemistry 

and classical models: a personal overview 

	

Benedetta Mennucci	
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In the last decades, quantum chemistry has enormously extended the boundaries of its 

applicability towards systems of increasing dimension and processes of increasing 

complexity. A large part of this progress is due to the integration of quantum chemical 

methods with classical models. Different strategies have been proposed depending on the 

characteristics of the system/process to be investigated. For example, continuum models 

have dominated the field of solvated molecules [1] while atomistic approaches based on 

Molecular Mechanics force fields have been largely used for simulating biological systems 

[2]. Integrations of the two different classical models have also been proposed. 

Here, a personal overview of the main achievements obtained so far and the future 

challenges will be given with particular reference to the simulation of photoinduced 

processes [3]. 	

 

 

[1] J. Tomasi, B. Mennucci, R. Cammi, Chem. Rev. 105, 2999 (2005). 

[2] H. M. Senn, W. Thiel, Angew. Chem. Int. Ed. 48, 1198 (2009).  

[3] C. Curutchet, B. Mennucci, Chem. Rev. 117, 294 (2017). 
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In strong magnetic fields, chemistry changes: electronic states change their 

character, atoms and molecules change their shape, and their interactions with 

radiation are affected, often in a dramatic manner. Such magnetic-field induced 

changes are not only fascinating as a contrast to the chemistry observed on the 

earth, they are also relevant to astrophysics, where molecules in stellar atmospheres 

are subject to strong magnetic fields. Our calculations on molecular systems in 

strong magnetic fields have revealed and highlighted many interesting phenomena 

such as the transition to diamagnetism of paramagnetic molecules at a critical field 

strength [1,2]. Perhaps most interestingly, antibonding orbitals are stabilized in a 

magnetic field, leading to bound triplet H2 at field strengths of about 10
5
 Tesla, 

appropriate for some white-dwarf atmospheres [3]. 

In this talk, we review the theory and application of quantum-chemical electronic-

structure methods for molecules in magnetic fields — including coupled-cluster 

theory [4] but with special emphasis on density-functional theory (DFT). We 

demonstrate that Kohn–Sham current-density functional theory (CDGT) with meta-

GGA exchange–correlation functionals provide a good description of molecules in 

magnetic fields, at a reasonable cost [5].   

       [1] E. I. Tellgren, A. Soncini, and T. Helgaker, J. Chem. Phys. 129, 154114 (2008). 

       [2] E. I. Tellgren, T. Helgaker, and A. Soncini, Phys. Chem. Chem. Phys. 11, 5489 

(2009). 

[3] K. K. Lange, E. I. Tellgren, M. R. Hoffmann, and T. Helgaker, Science 337, 327 

(2012). 

[4] S. Stopkowicz, J. Gauss, K. K. Lange, E. I. Tellgren, and Trygve Helgaker, J. 

Chem. Phys. 143, 074110 (2015). 

[5] J. W. Furness, J. Verbeke, E. I. Tellgren, S. Stopkowicz, U. Ekström, T. Helgaker, 

and A. Teale. J. Chem. Theory Comput. 11, 4169 (2015) 
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Mechanistic Variants of Metal-oxide Mediated C−H bond Activation: 
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Hydrogen-atom transfer (HAT) constitutes a key process in a broad range of chemical 

transformations as it covers heterogeneous, homogeneous, and enzymatic reactions [1]. While 

open-shell metal oxo species [MO]• are no longer regarded as being involved in the 

industrially relevant heterogeneously catalyzed oxidative coupling of methane (2CH4 + <O> 

→ C2H6 + H2O), these reagents are rather versatile in bringing about (gas-phase) hydrogen-

atom transfer, even from methane at ambient conditions. In this lecture, various mechanistic 

scenarios e.g., homo- as well as heterolytic C−H bond cleavage involving proton-coupled 

electron transfer will be presented, and it will be demonstrated how these are affected by the 

composition of the metal-oxide cluster ions [2]. Examples will be discussed, how ‘doping’ the 

clusters permits the control of the charge and spin situation at the active site and, thus, the 

course of the reaction. Also, the interplay between supposedly inert support material and the 

active site – the so-called ‘aristocratic atoms’ – of the gas-phase catalyst will be addressed, 

and gas-phase HAT from methane will be analyzed in the broader context of thermal 

activation of inert C−H bonds by metal-oxo species and it will be shown that the investigation 

of 'doped' metal oxide clusters as mimics for catalytic processes is about to enter into widely 

uncharted territory of chemistry, a field in which "each atom counts" [3]. 

Finally, novel coupling processes of a single "activated" carbon atom with methane to deliver 

C2H4 will be reported. Here, an unprecedented, mechanistically unique Cu+-mediated (or 

charge-induced) insertion of a carbon atom into two C−H bonds of CH4 takes place in a 

synchronous, barrier-free process [4]. 

Most importantly, it is the interplay of state-of-the art experiments with electronic structure 

calculations that has enormously enriched our mechanistic understanding of seemingly simple 

bond-activation reactions [5]. 

 

[1] Schwarz, H. Chem. Phys. Lett. 629, 91 (2015). 

[2] Schwarz, H.; González Navarrete, P.; Li, J.; Schlangen, M.; Sun, X.; Weiske, T.; Zhou, 

S. Organometallics DOI: 10.1021/acs.organomet.6b00372 (2016). 

[3] Schwarz, H. Angew. Chem. Int. Ed 54, 10090 (2015). 

[4] Geng, C.; Li, J.; Weiske, T.; Schlangen, M.; Shaik, S.; Schwarz, H. submitted for 

publication. 

[5] Schwarz, H. Isr. J. Chem. 54, 1413 (2014). 
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Reduced scaling and controlled precision: extending the reach of many-body

electronic structure
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Recent work on reduced-scaling explicitly correlated many-body methods, such as coupled-

cluster singles and doubles, has demonstrated computation of energies of large molecular as-

semblies (with hundreds of atoms) with near-linear complexity and with precision sufficient for

chemical accuracy in most scenarios.[1] Nevertheless it is desirable to free many-body elec-

tronic structure methods from the fundamental numerical limitations of the LCAO technology

to extend their reach to new frontiers such as high-density solids. Here we revisit non-LCAO

numerical formulations of the many-body methods[2] and consider how to exploit the success-

ful low-rank structures of the correlated wave functions suggested by the LCAO reduced-scaling

methodology.

[1] F. Pavošević, C. Peng, P. Pinski, C. Riplinger, F. Neese, E. F. Valeev, J. Chem. Phys.

146, 174108 (2017).

[2] F. A. Bischoff, E. F. Valeev, J. Chem. Phys. 139, 114106 (2013).

PL-5



	

Electrochemistry	meets	condensed	matter	physics:	first	principles	

simulations	of	photo-catalytic	materials	
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We	 discuss	 the	 results	 of	 first	 principles	 simulations	 of	 heterogeneous	 photo-

catalytic	 materials,	 in	 particular	 of	 interfaces	 between	 photo-absorbers,	 catalysts	

and	 water	 in	 photo-electrochemical	 cells.	 We	 focus	 on	 the	 identification	 of	

descriptors	for	the	optimization	of	photo-conversion	properties,	and	on	the	role	of	

complex	morphologies.	
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Noncovalent interactions play an important role in chemistry, physics and biology. 

Reliable characteristics like stabilization energy, structure and vibrational frequencies are 

obtained only at very high theoretical level covering significant portion of 

correlation/dispersion energy. The benchmark values are usually obtained using composite 

coupled cluster (CC) schemes which offer the possibility of improving the accuracy of 

results obtained by adding excitation operators of increasing order. It was shown that 

already CCSD(T)/CBS method yields an accurate and reliable description of noncovalent 

interactions, yet is only applicable to systems with several tens of atoms.[1] The method is 

used not only to solve specific chemical and biological problems but mainly for the 

verification and/or parametrization of more approximate methods applicable to extended 

molecular clusters with several hundred or thousands of atoms. Here the databases of 

accurate stabilization energies and geometries developed in our laboratory (S22, S66, X40 

and L7) play an indispensable role.[1] 

Systematically attractive dispersion energy forms frequently a dominant part of 

overall attraction and its computation represents an important test case for various 

computational schemes. We were among first who recognized that DFT techniques do not 

cover it [2] and as early as in 2001 added empirical dispersion to DF-TB scheme what 

considerably improve the efficiency of the method.[3] In a similar way we corrected also 

other semiempirical QM methods and the PM6-D3H4X scheme available in the MOPAC 

suite represents one of the most efficient and accurate semiempirical QM schemes used in 

the field of noncovalent interactions.[4] Dispersion energy which can be compared with 

gravitation determines the structure and dynamics of biomolecules. We demonstrated it in 

the case of DNA and proteins where its neglect completely deteriorated the structure and 

thus also the function of these biomacromolecules.[5]   

Applicability of procedures described is demonstrated for evaluation of binding 

free energies of several extended systems like host – guest [6], protein – ligand [7] and 

surface – admolecule [8] ones.   

 

[1] J. Rezac, P. Hobza, Chem. Rev. 116, 5038 (2016). 

[2] P.Hobza, J.Sponer, T. Reschel,  J. Comp. Chem. 16, 1315 (1995). 

[3] M. Elstner, P.Hobza, T. Frauenheim, S. Suhai, E. Kaxiras, J. Chem. Phys. 114, 

5149 (2001). 

[4] J. Rezac, P. Hobza, J. Chem. Theory Comput. 8, 141 (2012). 

[5] M.Kolar, T. Kubar, P. Hobza, J. Phys. Chem. B 114, 13446 (2010); J. Cerny, M. 

Kabelac, P. Hobza, J. Am. Chem. Soc. 130, 16055 (2008). 

[6]  J. Hostas et al,  Chem. Eur. J.  22, 17226 (2016); D. Sigwalt et al,  J. Am. Chem. 

Soc. 139, 3249 (2017). 

[7]  A. Pecina et al,  J.Chem.Inf.Model.  57,127 (2017). 

[8] R. Zboril, P. Jelinek, P. Hobza, in preparation. 
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Exact general theory for solving Schrödinger equations of atoms and 
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Chemistry is a science of complex matters that occupy this universe and biological world 

that are composed of atoms and molecules. The essence is diversity. However, surprisingly, 

whole of this science is governed by a simple quantum principle represented by the 

Schrödinger and Dirac equations. Therefore, if we can find an accurate useful general 

method of solving these equations under the fermionic and/or bosonic constraints, we can 

replace somewhat empirical methodologies of this science with purely quantum theoretical 

and computational logics. This is a purpose of our series of studies - called “exact theory” 

in our laboratory. Free complement (FC) theory is an exact general theory for solving the 

Schrödinger equation. After a series of studies to realize exact structure in the wave 

function under study, we could overcome the divergence difficulty caused by the 

singularity of the Coulomb potential included in the Hamiltonian [1]. High accuracy and 

easy implementations of the theory were demonstrated with several applications [2]. 

Similar theory was shown valid also for the Dirac equation [3]. More recently, we have 

formulated the FC theory in local and transferable mathematical structures that are 

common to the chemical formulas used daily in chemistry [4]. Combining with the inter 

exchange (iExg) theory for antisymmetrization [5], we could formulate an order-N exact 

theory that can cover not only small atoms and molecules, but also large and even giant 

molecular systems. Combining further with the efficient sampling methodologies, we 

could develop a stable local Schrödinger equation (LSE) method [6] that leads to the 

solution of the Schrödinger equation in chemical accuracy (within kcal/mol in absolute 

energy). In this lecture, an overview of the theoretical background and the results of 

applications will be given. The computations were done mostly with the super-parallel 

computers at Okazaki IMS Computer Center, whom we acknowledge for their supports. 

[1] H. Nakatsuji, J. Chem. Phys. 113, 2949 (2000); 115, 2000 (2001); Phys. Rev. A 65, 052122 

(2002); Phys. Rev. Lett. 93, 030403 (2004); Acc. Chem. Res. 45, 1480 (2012). 

[2] PRA, 72, 062502 (2005); JCP, 117, 9, (2002);127, 224104 (2007);139,074105 (2013). 

[3] H. Nakatsuji and H. Nakashima, Phys. Rev. Lett. 95, 050407 (2005). 

[4] H. Nakatsuji et al. TSUBAME e-Science J. 11, 8, 24 (2014); ISTCP, North Dakota, (2016). 

[5] H. Nakatsuji and H. Nakashima, J. Chem. Phys. 142, 194101 (2015). 

[6] H. Nakatsuji, et al.  Phys. Rev. Lett. 99, 240402 (2007); J. Chem. Phys. 142, 084117 (2015). 
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Despite the enormous progress made in the description of molecules with closed-shell 

ground states, a general, robust, and systematically-improvable multireference method to 

treat near-degenerate electronic states is still lacking. The framework of coupled cluster 

theory is a natural candidate for creating hierachies of multireference approaches that can 

be made arbitrarily accurate. However, efforts to develop genuine multireference coupled 

cluster methods have often resulted in computational schemes that suffer from numerical 

instabilities or that can target only a limited number of active orbitals. To address these 

issues, we have recently developed a novel approach to multireference theories inspired by 

renormalization group methods. Our work is based on the similarity renormalization group 

(SRG)—a many-body formalism to diagonalize operators using a series of infinitesimal 

transformations. [1,2] Because of its renormalization group structure, the SRG naturally 

avoids divergences that arise from small energy denominators. Starting from the SRG, we 

have recently proposed a multireference driven SRG (MR-DSRG) scheme for Quantum 

Chemistry applications. [3,4] The MR-DSRG provides a convenient framework to derive 

numerically-robust multireference theories with electron correlation treated perturbatively 

or at a level comparable to that of coupled cluster methods.  This talk will give an 

overview of recent developments, including novel schemes to treat near-degenerate ground 

and excited states and conical intersections. 

 

       [1]  S. D. Głazek, K. G. Wilson, Phys. Rev. D 49, 4214 (1994). 

       [2]  F. Wegner, Ann. Phys. Rev. 506, 77 (1994). 

       [3]  F. A. Evangelista, J. Chem. Phys. 141, 054109 (2014). 

       [4]  C. Li, F. A. Evangelista, J. Chem. Theory Comput. 11, 2097 (2015). 

       [5]  C. Li, F. A. Evangelista, J. Chem. Phys. 144, 164114 (2016). 
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Subsystem Density-Functional Theory

for Properties and Spectra of Complex Chemical Systems
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Subsystem Density Functional Theory (subsystem DFT, sDFT) and density-based embedding

methods have become increasingly popular over the past years (for reviews, see Refs. [1, 2]).

Important new developments concern the combination of correlated wavefunction methods with

DFT-based embedding techniques and the use of accurate (sometimes called “exact”) embed-

ding strategies. Here, our recent and ongoing efforts to utilize such developments for the calcula-

tion of molecular properties and spectra, in particular for excited states of embedded molecules

[3, 4], will be presented. A particular focus will be on the construction of protein electron den-

sities and the inclusion of protein effects in excitation-energy calculations [5]. Additionally, our

recent generalized energy and analytical gradient implementation [6] gives access to vibrational

spectra and other properties, for which preliminary results will be presented.

[1] C.R. Jacob and J. Neugebauer, WIREs Comput. Mol. Sci. 4, 325 (2014).

[2] T.A. Wesolowski, S. Shedge, and X. Zhou, Chem. Rev. 115, 5891 (2015).

[3] D.G. Artiukhin, C.R. Jacob, and J. Neugebauer, J. Chem. Phys. 142, 234101 (2015).

[4] T. Dresselhaus and J. Neugebauer, Theor. Chem. Acc. 134, 97 (2015).

[5] A. Goez and J. Neugebauer, Mol. Phys. 115, 526 (2017).

[6] D. Schlüns, M. Franchini, A.W. Götz, J. Neugebauer, C.R. Jacob, L. Visscher, J. Com-

put. Chem. 38, 238 (2017).
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First-principles and mixed quantum mechanical/molecular mechanical (QM/MM) 

molecular dynamics (MD) simulations have become powerful tools for the investigation of 

a broad range of dynamical phenomena in electronic ground and excited states. However, 

for some applications, it can still be difficult to find a workable compromise to solve the 

combined challenge of high accuracy, large system size and long time scales. 

In this talk, we will present some of our ongoing work to push the current limits of first-

principles based molecular dynamics simulations further. We are currently developing a 

new general multiscale interface to the first-principles molecular dynamics code CPMD 

which allows flexible combinations of different electronic structure and force field 

methods in QM/MM, QM/QM or QM/QM/MM multiscale simulations.  

In addition, applying multiple-time step techniques, on-the-fly force matching and machine 

learning, it is possible to perform first-principles simulations for extended spatial and 

temporal scales for a fraction of the cost.  

The combination of methods from computational chemistry (CC) with approaches from 

artificial intelligence (AI) not only opens new avenues for the analysis of high-dimensional 

simulation data, it also enables the efficient exploration of chemical space for compound 

design and the machine learning of forces/energies during MD simulations. 

In this talk, we will present some illustrative examples for the application of CC/AI 

approaches in the simulation of biological systems, the design of biomimetic compounds 

and the investigation of photovoltaic materials. 
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Strong correlation in electron gases.

Marat Sibaev, Peter M. W. Gill
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The problem of “strong correlation” is one of the most pressing in modern theoretical chem-

istry. In systems that exhibit this phenomenon, the electrons are poorly described by models

based on the traditional one-electron orbital picture and many of the most popular methods (e.g.

Hartree-Fock and DFT) in the computational chemist’s repertoire are therefore ruled out. This

is particularly unfortunate because such systems often possess highly desirable electronic and

magnetic properties [1].

In its extreme form, strong correlation causes electrons to become so coupled that they localize

onto the lattice sites of a “Wigner crystal” [2] and this curious state of matter has been investi-

gated by various workers over the years [3, 4, 5, 6, 7].

In this lecture, I will describe our recent studies of strong correlation within the uniform gases

formed by electrons confined to the surface of a sphere [8, 9, 10, 11, 12, 13]. In particular, I will

highlight a simple wavefunction ansatz that yields surprisingly accurate energies.

[1] J. Quintanilla, C. Hooley, Physics World, 22, 32 (2009).

[2] E. Wigner, Phys. Rev. 46, 1002 (1934).

[3] E. Wigner, Trans. Faraday Soc. 34, 678 (1938).

[4] R. A. Coldwell-Horsfall, A. A. Maradudin, J. Math. Phys. 1, 395 (1960).

[5] W. J. Carr, Phys. Rev. 122, 1437 (1961).

[6] D. M. Ceperley, B. J. Alder, Phys. Rev. Lett. 45, 566 (1980).

[7] N. D. Drummond, Z. Radnai, J. R. Trail, M. D. Towler, R. J. Needs, Phys. Rev. B 69,

085116 (2004).

[8] P. F. Loos, P. M. W. Gill, Phys. Rev. Lett. 103, 123008 (2009).

[9] P. F. Loos, P. M. W. Gill, J. Chem. Phys. 135, 214111 (2011).

[10] P. M. W. Gill, P. F. Loos, Theor. Chem. Acc. 131, 1069 (2012).

[11] P. F. Loos, P. M. W. Gill, Phys. Rev. Lett. 108, 083002 (2012).

[12] P. M. W. Gill, P. F, Loos, D. Agboola, J. Chem. Phys. 141, 244102 (2014).

[13] D. Agboola, A. L. Knol, P. M. W. Gill, P. F. Loos, J. Chem. Phys. 143, 084114 (2015).

I-011



Notes on the complexity of electronic structure theory
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I will discuss the exact complexity of common quantum chemistry methods.
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Beyond Standard Coupled-Cluster Theory

and Towards Full Configuration Interaction

Jürgen Gauss
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Duesbergweg 10-14, 55128 Mainz, Germany

While single-reference coupled-cluster (CC) theory has evolved in recent years to a standard tool

for high-accuracy quantum-chemical calculations, the CC treatment of so-called multireference

cases still poses a challenge. We analyze in this presentation the suitability of both equation-

of-motion CC theory as well as state-of-the-art multireference CC schemes for the treatment of

these difficult cases. In addition, some entirely new ideas for treating the electron-correlation

problem are presented based on a many-body expansion for the correlation energy, thereby aim-

ing at a sufficiently accurate solution of the full configuration-interaction problem and providing

at the same time a scheme well suited for massively parallel computing.
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Cluster perturbation theory for energies and molecular properties

Poul Jørgensen1, Filip Pawłowski1, 2, Jeppe Olsen1
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We introduce a new class of perturbation models—the cluster perturbation (CP) models—where

the major drawbacks of Møller-Plesset perturbation theory (MPPT) and coupled cluster pertur-

bation theory (CCPT) have been overcome. In CP theory, we consider a target excitation space

relative to the Hartree-Fock state and partition the target excitation space into a parent and an

auxiliary excitation space. The zeroth-order state is a coupled cluster (CC) state in the parent

excitation space and the target state is the CC state in the target excitation space. The pertur-

bation series in CP theory is determined in orders in the fluctuation potential for the energy

and for molecular properties with the zeroth-order contribution in the series being the energy or

the molecular property for the CC parent state and with the series formally converging to the

energy or the molecular property for the CC target state. The applicability of CP theory to both

the energy and molecular properties and the numerical results for the CP energy and molecular

property series have demonstrated the superiority of CP theory compared to previous perturba-

tion models and low-order corrections in the CP perturbation series may be expected soon to

become a state-of-the-art electronic structure models for determination of energies and molecu-

lar properties of target state quality for single-configuration dominated molecular systems.
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Intermolecular interactions are central to the formation of clusters, supramolecular 

interactions, and many aspects of the behavior of molecules in condensed phases. The 

relevant forces are well understood: permanent and induced electrostatics, Pauli 

repulsions, attractive dispersive interactions, and charge-transfer interactions. However, 

they are only uniquely defined at long range.  Similar issues arise in understanding the 

chemical bond, where the components and net interaction are even larger. The purpose of 

this talk is to discuss several key issues associated with making a well-defined variational 

EDA based on modern electronic structure theory calculations, first for non-bonded 

interactions, and then for bonded interactions. The relevant theory will be discussed with 

an emphasis on new advances that appear to resolve many of the main formal issues. 

After that, a range of applications to non-bonded complexes, and a representative set of 

chemical bonds will be presented. 

. 

I-015



From Graphene to Graphyne, Fullerenes, Fulleroids, 

Gaudienes and their Golden Duals. 

	

Peter Schwerdtfeger
1
, Lukas Trombach

1
, Dage Sundholm

2
, 

Andreas Hauser
3
, Lukas Wirz

4
, and James Avery

5
	

1
The New Zealand Institute for Advanced Study and the Institute for Natural and 

Mathematical Sciences, Massey University, Auckland, New Zealand 
2
University of Helsinki, Department of Chemistry, Helsinki, Finland.                       

 
3
Institut für Experimentalphysik, TU Graz, Graz, Austria   

 
4
CTCC, Department of Chemistry, University of Oslo, Oslo, Norway   

5
Computer Science Department, Copenhagen University, Copenhagen, Denmark 

 

Graphene is a material with many potential applications. For example, we can introduce 

nano-holes into graphene membranes for the design of efficient molecular sieves [1]. Our 

research group has recently succeeded to efficiently separate He-3 from He-4 by quantum 

tunneling [2]. Graphene can also be wrapped around a sphere to form fullerene structures. 

12 pentagons have to be however introduced to satisfy Euler’s polyhedral formula [3]. 

Graphene can also be modified to graphyne by vertex insertions. From this one obtains 

new fullerene structures called gaudienes [4]. Such structures can be explained using 

topology and graph theory which form the basis of our general-purpose computer program 

Fullerene that creates accurate 3D structures for any fullerene isomer. It also creates dual 

structures corresponding to a triangulation of a sphere. Such a dual structure has recently 

been found experimentally in Lai-Shang Wang’s group at Brown University, and consists 

of 16 gold atoms on a sphere. These unique triangulations of a sphere related to fullerene 

duals have exactly 12 vertices of degree five. The icosahedral hollow gold cages 

previously postulated are related to halma transforms of C20 [5]. This dual mapping also 

relates the (chiral) gold nanowires observed to the (chiral) carbon nanotubes. In fact, the 

Mackay icosahedra well known in gold cluster chemistry are related to the dual halma 

transforms of the smallest possible fullerene C20.	

 

 [1] A. Hauser, P. Schwerdtfeger, Phys. Chem. Chem. Phys. 14, 13292 (2012). 

[2] A. Hauser, P. Schwerdtfeger, J. Phys. Chem. Lett. 3, 209 (2012). 

[3] P. Schwerdtfeger, L. Wirz, J. Avery, Wiley Interdisciplinary Reviews (WIRE): 

Computational Molecular Science 5, 96 (2015). 

[4] D. Sundholm, L. N. Wirz, P. Schwerdtfeger, Nanoscale 7, 15886 (2015). 

[5] L. Trombach, S. Rampino, L.-S. Wang, P. Schwerdtfeger, Chem. Europ. J. 22, 8823 

(2016). 
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Modulation of orbitals in molecules or bands in materials is useful to tune the electron/spin 

transport in molecular/materials systems. Here, I discuss electron/spin transport and 

molecular fingerprinting using graphene nanoribbon (GNR) with density functional theory 
coupled to non-equilibrium Green function theory. By utilizing Fano-resonance driven 2-

dimensional molecular electronics spectroscopy, the hyper-sensitive quantum conductance 

spectra of a GNR placed across a fluidic nanochannel can lead to fast DNA sequencing 

including cancerous methylated nucleobases detection [1, 2]. There was a difficulty in 

studying transport phenomena using the bottom-gate control of zigzag GNR (zGNR), 

because the chemical equilibrium between electrons in zGNR and electrodes requires 
electron reservoir. It is now possible to study the top/back-gate effects in field effect 

transistor (FET) under external potential using the iso-chemical potential approach [3]. It is 

also interesting to study graphene edges which show intriguing spin states [4]. By utilizing 

magnetic field control, a GNR spin-valve device shows the super magneto-resistance 
behavior as a spin filter which transmits near perfect spin-polarized current [5]. Such an 

intriguing behavior can also be obtained for chemically edge functionalized zGNRs under 

transverse electric field without magnetic field control [6]. Since on-site Coulomb 
repulsion governs spin splitting under electron accumulation/depletion, the current-voltage 

characteristics of the edge-modified zGNR under in-plane transverse electric field show 

the perfect spin filtering as a chemical spintronic device. Alteration of magnetic properties 
of zGNR by tuning the transverse electric field would be a promising method to construct 

magnetic/nonmagnetic switches. 

 

[1] S. K. Min, W. Y. Kim, Y. Cho, K. S. Kim, Nat. Nanotechnol. 6, 162 (2011). 

[2] A. C. Rajan, M. R. Rezapour, J. Yun, Y. Cho, W. J. Cho, S. K. Min, G. Lee, K. S. Kim, 

ACS Nano 8, 1827 (2014). 

[3] J. Yun, G. Lee, K. S. Kim, J. Phys. Chem. Lett. 7, 2478 (2016). 

[4] C. Hyun, J. Yun, W. J. Cho, C. W. Myung, J. Park, G. Lee, Z. Lee, K. Kim, and K. S. 

Kim, ACS Nano  9, 4669 (2015). 
[5] W. Y. Kim, K. S. Kim, Nat. Nanotechnol. 3, 408 (2008). 

[6] M. R. Rezapour, J. Yun, G. Lee, K. S. Kim, J. Phys. Chem. Lett. 7, 5049 (2016). 
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In this presentation, we will first introduce the working principles of organic solar 

cells and rationalize the need for the presence of both an electron-donor component 

(usually a conjugated polymer or oligomer) and an electron-acceptor component 

(often a fullerene derivative). 

We will then discuss the impact that inter-molecular arrangements and interactions 

at the polymer/fullerene interfaces have on the performance of bulk-heterojunction 

solar cells. We will describe the results of combined electronic-structure 

calculations and molecular-dynamics simulations.  In particular, we will examine: 

(i) the propensity of the fullerene molecules to dock preferentially on top of the 

electron-poor moiety or electron-rich moiety of the polymer, as a function 

of the nature and location of the polymer side chains; and 

(ii) the impact that the packing arrangements have on the energetic distribution 

of the charge-transfer interfacial electronic states and their 

localization/delocalization characteristics. 

 

This work is supported by ONR (Award N00014-14-1-0580 for the Center for 

Advanced Organic Photovoltaics and Award N00014-17-1-2208).  
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Calculations of charge transport and ultrafast dynamics have relied on heuristic approaches 

for the past several decades. Recent progress in combining density functional theory and 

related methods with kinetic equations, such as the Boltzmann transport equation (BTE), 

are enabling spectacular advances in computing carrier dynamics in materials from first 

principles. A special role is played by the interaction between charge carriers and lattice 

vibrations, also known as the electron-phonon (e-ph) interaction, which dominates carrier 

dynamics at room temperature and for carrier energies within a few eV of the band edges.  

We will discuss our recently developed methods to compute and interpolate e-ph scattering 

processes on ultra-fine Brillouin zone grids, and then show how these developments enable 

new computations of charge transport and ultrafast dynamics, including:  

1) Accurate ab initio calculations of the carrier mobility in polar semiconductors [1] and 

oxides, including new methods to treat complex materials with structural phase transitions 

(e.g., perovskites). 

2) The ultrafast dynamics and detailed scattering mechanisms of excited carriers, achieved 

using a new parallel algorithm to propagate in time the BTE [2]. Its application to gallium 

nitride sheds light on a key open problem in light emission technologies. 

3) Dynamical processes of relevance in valleytronics, including valley lifetimes and inter-

valley scattering as a function of temperature. We compute timescales ranging from fs to 

ms, which push the accuracy of our methods and provide a microscopic understanding of 

recent diamond valleytronics experiments. 

We conclude by outlining code development efforts, open problems and future directions.  

 

[1] J.-J. Zhou and M. Bernardi Phys. Rev. B (Rapid Commun.) 94, 201201 (2016). 

[2] V. Jhalani, J.-J. Zhou and M. Bernardi Nano Letters (2017); Accepted. Preprint 

available at arXiv:1703.07880 [cond-mat.mtrl-sci] 
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Electron transfer (ET) and transport processes are of outstanding importance both in Nature

(photosynthesis, respiration) and the renewable energy industry (photovoltaics, solar fuels).

While a hierarchy of theoretical descriptions for ET exist, ranging from Marcus-type rate the-

ories to non-adiabatic dynamics with classical and quantum nuclei, virtually all approaches

require reasonably accurate estimates of electronic coupling matrix elements between elec-

tron donor and acceptor, denoted Hab. In my presentation I will describe our recent efforts

in establishing high-level ab-initio databases for electronic coupling matrix elements between

pi-conjugated organic molecules (denoted HAB11[1] and HAB7[2]) and discuss the perfor-

mance of computationally more efficient DFT approaches and of an ultrafast descriptor based

method[3]. I will then present applications of the validated DFT approaches to the calculation of

rates for hole tunneling between F-centre defects in metal oxides[4] and to calculation of charge

transport rates in biological nanowires composed of multi-heme proteins[5]. While in these sys-

tems the charge carrier is spatially localized hopping from one site to the next, we show that

this picture is no longer valid for charge transport in textbook single-crystalline organic semi-

conducting materials such as rubrene, pentacene or C60. Here I will present results obtained

from explicit propagation of the electron and nuclear dynamics as obtained from an efficient

site-basis implementation of Tully’s fewest switches surface hopping with ultrafast estimation

of electronic coupling matrix elements as one of the main features[6].

[1] A. Kubas, F. Hoffmann, A. Heck, H. Oberhofer, M. Elstner, and J. Blumberger, J.

Chem. Phys. 140, 104105 (2014).

[2] A. Kubas, F. Gajdos, A. Heck, H. Oberhofer, M. Elstner, and J. Blumberger, Phys.

Chem. Chem. Phys. 17, 14342 (2015).

[3] F. Gajdos, S. Valner, F. Hoffmann, J. Spencer, M. Breuer, A. Kubas, M. Dupuis, and

J. Blumberger, J. Chem. Theory Comput. 10, 4653 (2014).

[4] K. McKenna and J. Blumberger, Phys. Rev. B 86, 245110 (2012).

[5] M. Breuer, K. M. Rosso, and J. Blumberger, Proc. Nat. Acad. Sci. USA 111, 611

(2014).

[6] J. Spencer, F. Gajdos, and J. Blumberger, J. Chem. Phys. 145, 64102 (2016).
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In this talk I will discuss the calculation of electronically excited states using subsystem 

density functional theory and tight-binding approaches. These techniques are sufficiently 

fast to allow for extensive conformational sampling of complex molecular systems and can 

therefore be combined with classical molecular dynamics simulations. I will briefly discuss 

the workflow automatization tools that we have developed for this purpose, but will largely 

focus on electronic structure aspects of these techniques.  

 

As an example of our use of subsystem methods, I will discuss the calculation of the 

chromophore excitations and their couplings in natural light-harvesting systems [1]. While 

these techniques can combine DFT with wave function techniques [2], I will in this talk 

focus on the possibilities to include in this approach also the very efficient TD-DFTB [3,4] 

method. 

 

 [1]  P. López-Tarifa, N. Liguori, N. van den Heuvel, R. Croce, and L. Visscher, 

submitted 

[2] S. Hoefener, A.S.P. Gomes, L. Visscher, J. Chem. Phys. 136 044104 (2012).  

[3]  R. Rüger, E. van Lenthe, T. Heine, L. Visscher, J Chem Phys. 144, 184103. 

(2016). 

[4]  R. Rüger, T. Niehaus, E. van Lenthe, T. Heine, L. Visscher, J Chem Phys. 145 

184102 (2016). 
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 The exchange-correlation potential of time-dependent density functional theory depends 

on the history of the density, the initial wave function, and the initial choice of Kohn-Sham 

wave function. This memory-dependence plays an important role in non-perturbative 

electron dynamics, yet is missing in all approximations being used today. We investigate a 

number of orbital-dependent functional approximations that we derive from a 

decomposition of the exact time-dependent exchange-correlation potential into kinetic and 

interaction components, and analyse the root of the errors on a series of model systems. 

The performance of each approximation depends critically on the choice of initial Kohn-

Sham wave function. This work paves the way for practical non-adiabatic functional 

approximations that should improve the accuracy and reliability of TDDFT for 

applications far from the ground state. 
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Nuclear quantum effects such as zero point energy, nuclear delocalization, and tunneling 
play an important role in a wide range of chemical processes. Typically density functional 
theory (DFT) calculations invoke the Born-Oppenheimer approximation and include 
nuclear quantum effects as corrections following geometry optimizations.  The nuclear-
electronic orbital (NEO) multicomponent DFT method treats select nuclei, typically 
protons, quantum mechanically on the same level as the electrons [1-3]. A major challenge 
has been the design of electron-proton correlation functionals that produce even 
qualitatively accurate proton densities. Recently an electron-proton correlation functional, 
epc17, was derived analogously to the Colle-Salvetti formulation for electron correlation 
and was implemented within the self-consistent-field procedure of multicomponent DFT to 
treat electrons and protons in a consistent manner [4]. This NEO-DFT/epc17 method 
produces accurate proton densities and proton affinities for molecular systems with a 
computational expense similar to that of standard electronic DFT. This approach includes 
the nuclear quantum effects of protons during geometry optimizations and accurately 
describes the impact of proton delocalization and zero point energy on optimized 
geometries. NEO-DFT/epc17 is a promising approach for the inclusion of nuclear quantum 
effects and non-Born-Oppenheimer effects in calculations of proton affinities, pKa’s, 
optimized geometries, minimum energy paths, reaction dynamics, tunneling splittings, and 
vibronic couplings for a wide range of chemical applications. 
 
 
 
        
       [1] A. Chakraborty, M. V. Pak, S. Hammes-Schiffer, Phys. Rev. Lett. 101, 153001 
             (2008). 
       [2] A. Chakraborty, M. V. Pak, S. Hammes-Schiffer, J. Chem. Phys. 131, 124115  
            (2009). 
       [3] T. Culpitt, K. R. Brorsen, M. V. Pak, S. Hammes-Schiffer, J. Chem. Phys. 145,     
         044106 (2016). 
       [4] Y. Yang, K. R. Brorsen, T. Culpitt, M. V. Pak, S. Hammes-Schiffer, submitted. 
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Some of the most fascinating phenomena in Chemistry and Physics, such as the process of 

vision, exciton dynamics in photovoltaic systems, as well as phonon-driven 

superconductivity occur in the regime where the non-adiabatic coupling of electronic and 

nuclear motion is essential. To tackle such situations one has to face the full Hamiltonian 

of the complete system of electrons and nuclei. We deduce an exact factorization [1] of the 

full electron-nuclear wavefunction into a purely nuclear part and a many-electron 

wavefunction which parametrically depends on the nuclear configuration and which has 

the meaning of a conditional probability amplitude. The equations of motion for these 

wavefunctions lead to a unique definition of exact potential energy surfaces as well as 

exact geometric phases, both in the time-dependent and in the static case. We discuss a 

case where the exact Berry phase vanishes although there is a non-trivial Berry phase for 

the same system in Born-Oppenheimer approximation [2], implying that in this particular 

case the Born-Oppenheimer Berry phase is an artifact. In the time-domain, whenever there 

is a splitting of the nuclear wavepacket in the vicinity of an avoided crossing, the exact 

time-dependent surface shows a nearly discontinuous step [3]. This makes the classical 

force on the nuclei jump from one to another adiabatic surface, reminiscent of Tully 

surface hopping algorithms. Based on this observation, we propose novel mixed-quantum-

classical algorithms which provide a rather accurate, much improved (over surface 

hopping) description of decoherence [4]. This is demonstrated for the photo-induced ring-

opening of oxirane [5]. We present a multi-component density functional theory [6] that 

provides an avenue to make the fully coupled electron-nuclear system tractable for large 

systmes. Finally, we apply the concept of exact factorization to a purely electronic wave 

function, thereby separating, in a formally exact way, fast degrees of freedom (the core 

electrons) from slow degrees of freedom (electrons that ionize or produce harmonics). This 

allows us to deduce, in a controlled way, the so-called single-active-electron 

approximation and systematic improvements thereof [7].  

 

  [1]  A. Abedi, N.T. Maitra, E.K.U. Gross, Phys. Rev. Lett. 105, 123002 (2010). 

  [2]  S.K. Min, A. Abedi, K.S. Kim, E.K.U. Gross, Phys. Rev. Lett. 113, 263004 (2014). 

  [3]  A. Abedi, F. Agostini, Y. Suzuki, E.K.U. Gross, Phys. Rev. Lett. 110, 263001 (2013). 

  [4]  S.K. Min, F. Agostini, E.K.U. Gross, Phys. Rev. Lett. 115, 073001 (2015). 

  [5]  F. Agostini, S.K. Min, I. Tavernelli, E.K.U. Gros, J. Phys. Chem. Letters (2017).  

  [6]  R. Requist, E.K.U. Gross, Phys. Rev. Lett. 117, 193001 (2016). 

  [7]  A. Schild, E.K.U. Gross, Phys. Rev. Lett. 118, 163202 (2017). 
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It is already well understood that including dynamic correlation in multireference approaches 

is necessary to obtain quantitative results in description of electronic structures of molecules. 

It remains a problem, however, how to account or the missing part of electron correlation in 

efficient, stable, and size-consistent manner. One of the most common methods - the 

truncated configuration interaction (CI) expansion - breaks size-consistency and may lead to 

factorial scaling. Perturbation methods, on the other hand, are problematic due to ambiguities 

in choosing zeroth-order effective Hamiltonian, difficulties with preserving size-extensivity 

and possible erratic behaviour resulting from intruder state problem. 

 

Recently, we have successfully proposed to employ adiabatic connection (AC) formalism to 

account for electron correlation in a wide family of multireference wavefunctions that can be 

recast as antisymmetrized product of strongly orthogonal group product functions [1]. The 

AC formalism, used in connection with the Extended Random Phase Approximation [2], 

provides an efficient and stable method for computing correlation energy. The nearly linear 

behaviour of the AC integrand affords for simple interpolation schemes simplifying the AC 

correlation energy expression even further. We have shown that the AC construction 

employed for the GVB (generalized valence bond) reference wavefunction leads to obtaining 

excellent description of molecules in both weak and strong correlation regimes.  

 

 

 
References 

[1] K. Pernal, submitted, (2017). 

[2] K. Chatterjee, K. Pernal J. Chem. Phys. 2012, 137, 204109. 

 

I-035



4-component relativistic calculations with periodic boundary conditions

Kenneth Ruud1, Marius Kadek1, Michal Repisky1, Stanislav Komorovsky2

1Centre for Theoretical and Computational Chemistry, Department of Chemistry, University of

Tromsø — The Arctic University of Norway, 9037 Tromsø, Norway
2Institute of Inorganic Chemistry, Slovak Academy of Sciences, Dubravska cesta 9, 84536

Bratislava 45, Slovak Republic

Relativistic effects are known to be important for the electronic structure and properties of com-

pounds containing heavy elements. [1] Methods for calculating relativistic effects at the four-

component level of theory are now well developed, allowing fairly large molecules of experi-

mental interest to be studied using four-component methodology. [2]

However, the majority of the four-component studies consider only molecules in the gas phase.

However, many compounds containing heavy elements exist as (molecular) solids, and there

are to date no published methodology that allows four-component calculations to be calculated

including the effects of periodic boundary conditions.

I will in this talk present the theoretical framework for four-component relativistic density-

functional theory and Hartree–Fock calculations including periodic boundary conditions. The

approach uses Gaussian atomic basis functions building on the pioneering work of Pisani and

Dovesi in the non-relativistic domain, [3] allowing for an all-electron description of the solid

material. This will allow us to study molecular properties that depend on the electron density

close to the nucleus, where relativistic effects are the largest, such as for instance electric field

gradients or core-electron excitations observed in X-ray spectroscopy.

A key element to ensure computational efficiency is the use of Clifford algebra to acceler-

ate the relativistic molecular electronic structure calculations based on the four-component

Dirac–Coulomb Hamiltonian. [4] The properties of the algebra can be used to significantly

reduce the floating point operations and memory requirements associated with the integral eval-

uation and the construction of Fock matrices.

In the talk, I will outline the basic features of the approach and present the first relativistic

four-component calculations of molecular systems with periodic boundary conditions applied.

[1] P. Pyykkö, Ann. Rev. Phys. Chem. 63, 45 (2012).

[2] J. Vicha, J. Novotny, M. Straka, M. Repiský, K. Ruud, S. Komorovsky and R. Marek,

Phys. Chem. Chem. Phys. 17, 24944 (2015).

[3] C. Pisani and R. Dovesi, Int. J. Quantum Chem. 17, 501 (1980).

[4] M. Repisky, S. Komorovsky, K. Ruud, in preparation.
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Abstract		
Three	points	will 	be	made:			
1)	Although	the	atomic	ground	state	of	Element 	103,	Lr ,	or 	lawrencium	differs	fr om	that 	of	Lu	
(Element 	71,	or 	lutetium) 	in	being	(p½)1	instead	of	d1	,	the	electronic	structures	of	a	number 	of	
molecules	of	the	two	elements	remain	very	similar 	[1] .	The	Per iodic	Table	is	about 	chemistry.			
2) 	 In	 the	suggested	short-row 	Periodic	Table	 for 	 the	Elements	1-172,	 the	Elements	121-138	
were	nominally	assigned	 to	 a	5g	ser ies	 [2] .	 	 In	 a	study	of	 their 	hexafluor ides,	 it 	was	 indeed	
found	that 	the	5g	populations	increase	linear ly	from 	E125	to	E129	or 	Group	7	to	Group	11	[3] .	
Notice	 that 	 an	 oxidation	 state	 of	+6	 and	 an	 octahedral 	 structure	were	 then	 imposed.	Fully	
relativistic	four -component 	density	functional 	methods	were	used	in	the	DIRAC	software.			
3) 	 In	an	estimate	of	 the	nuclear 	stopping	power 	of	antiprotons	 (p-) 	 in	matter 	 [4] ,	 the	nuclei	
are	not 	par ticular ly	heavy,	but 	one	of	 the	 ‘electrons’,	namely	 the	antiproton,	 is.	 	Actually	 the	
dynamics	of	 the	p-	 is	 treated	using	molecular 	 	dynamics,	 in	a	potential	obtained	 for 	 the	 rest 	
from	 quantum	 chemistry.	Note	 that 	 the	 low-lying,	 s-states	 of	 the	 antiproton	would	 lead	 to	
annihilation	of	a	p	and	the	p-,	but 	the	high-angular-momentum	states	are	not 	annihilated.	This	
stopping	 power 	 is	 impor tant 	 in	 the	 production	 of	 antimatter 	 (combining	 p-	with	 e+).	 	The	
conclusion	 is	 that 	 the	 ‘nuclear ’	 term	 in	 the	 stopping	 power 	 is	 considerably	 larger 	 for 	 the	
antiproton	than	for 	the	proton.		Although	we	deal 	with	scatter ing	rather 	than	bound	states	of	
the	(anti)proton,	this	could	be	termed	antiproton	chemistry.				
References:		
[1] 	W-H.	Xu,	P.	Pyykkö,	Phys.	Chem.	Chem.	Phys.		18 	(2016) 	17351.	
[2] 	P.	Pyykkö,	Phys.	Chem.	Chem.	Phys.		13 	(2011) 	161.	
[3] 	J-P.	Dognon,	P.	Pyykkö,	Angew.	Chem.	Int.	Ed.	56 	(2017).	DOI:	10.1002/ anie.201701609	.		
[4] 	K.	Nordlund,	D.	Sundholm,	P.	Pyykkö,	D.	Mar tinez	Zambrano,	F.	Djurabekova,	Phys.	Rev.	A																								
(submitted).					
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Abstract: According to when the static and dynamic components of electron correlation 

are treated, the available correlated wave function methods can be classified into three 

families, viz., "static-then-dynamic", "dynamic-then-static", and "static-dynamic-static 

(SDS)" [1]. In this lecture, I will discuss two novel approaches: (1) nonorthogonal state 

interaction (NOSI) [2,3] of the "dynamic-then-static" family. Here, dynamic correlation 

(at any level of methodology) is first built into each individually optimized non-Aufbau 

model functions before the diagonalization in the space of nonorthogonal, dynamically 

correlated states is performed for static correlation; (2) restricted SDS[4], which 

employs the same number (Np) of primary, secondary and external states for describing 

the static, dynamic, and again static components of correlation. That is, the secular 

equation to be diagonalized is of dimension 3Np, irrespective of the numbers of 

correlated electrons and orbitals. Even the lowest-order realization of this seemingly 

restricted SDS framework, i.e., SDSPT2, is already very accurate for classic test 

problems of variable degeneracies [4,5], whereas a high-order realization, i.e., iCI 

(iterative Configuration Interaction), can converge monotonically and quickly to full CI 

from above, even when a rather poor reference is taken as the start [1]. Time permitting, 

I will also highlight fundamental problems pertinent to relativistic explicitly correlated 

wave function methods [6,7].  

 

1. W. Liu and M. R. Hoffmann, iCI: iterative CI toward full CI, J. Chem. Theory 
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3. C. Huang and W. Liu, A generic nonorthogonal state interaction approach for 

strongly correlated electrons (unpublished).  

4. W. Liu and M. R. Hoffmann, SDS: the `static-dynamic-static' framework for 

strongly correlated electrons, Theor. Chem. Acc. 2014, 133, 1481. 

5. Y. Lei, W. Liu, and M. R. Hoffmann, Further development of SDSPT2 for strongly 

correlated electrons, Mol. Phys. (DOI: 10.1080/00268976.2017.1308029). 

6. Z. Li, S. Shao, and W. Liu, Relativistic explicit correlation: Coalescence conditions 
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2016). 
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In my presentation I will discuss the following questions

1. Can the effect of nuclear size be observed in rovibrational spectroscopy ?

2. What is the possible impact on geochemistry ?

3. What is the identity of the two gentlemen in the photograph and their connection ?

[1] S. Knecht and T. Saue, Chem. Phys. 401, 10 (2012).

[2] A. Almoukhalalati, A. Shee and T. Saue, PCCP 18, 15406 (2016).
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Oxidation processes of hydrocarbons in a selective, efficient and environment-friendly 

manner remains one of the major challenges at present today.[1] The majority of these 

studies is based on experiment, and computational chemistry plays sometimes an important 

role,[2-3] in giving a description of e.g. spectroscopy or transition state structures to lead 

to a deeper understanding of what is going on. This is in particular true for the influence of 

the spin state on reactivity.[3] The oxidation reactions on hydrocarbons usually involve 

high-valent metal-hydroxo (Fe
IV

-OH, Ni
III

-OH)[4-5] or metal-oxo (Fe
IV

=O, Ni
IV

=O)[6] 

species. Here I will give an overview of the spin-state consistent tools needed[2] and how 

these can be used for determining oxidation states,[5-7] where the proton goes in a high-

valent iron(IV)-hydroxo complex,[4] based on a consistent and accurate computational 

description of IR, Raman, UV-Vis, and Mössbauer spectroscopy. 

 

 
Financial support from COST (H2020), GenCat and MINECO is greatly acknowledged. 
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Global warming, which is caused by increasing greenhouse gases such as CO2, is a big 
environmental issue now. The CO2 capture and storage (CCS) techniques separate CO2 
from exhaust gas of fossil fuel power plants, and then store it underground. Among several 
CCS techniques, the CO2 chemical absorption process using amine solution attracts 
attention as the most practical method. The overall chemical reactions occurring in the 
absorption and regeneration towers are the same except for the directions of the reactions, 
which are controlled by temperature: namely, ~40 and ~120 degrees Celsius, respectively. 
The present study analyzed the CO2 chemical absorption process using amine solution 
from the dynamic point of view [1]. The reaction dynamics was examined by our massive 
parallel computational code, i.e., DC-DFTB-K [2], which combined the linear-scaling 
divide-and-conquer (DC) technique with the density functional based tight binding 
(DFTB) method as being useful for the K computer. 

 

 
[1] H. Nakai, Y. Nishimura, T. Kaiho, T. Kubota, H. Sato, Chem. Phys. Lett. 647, 127 
(2016). 
[2] H. Nishizawa, Y. Nishimura, M. Kobayashi, S. Irle, H. Nakai, J. Comput. Chem. 37, 
1983 (2016). 
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Fig. 1. Reaction mechanisms for CO2 absorption and regeneration 
processes proposed by the DC-DFTB-MD simulations. 
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In the present talk I will describe the progress in different areas of the modeling in 

heterogeneous catalysis. I will address novel problems related to the properties of oxides 

and a new set of descriptors that we have developed for these materials. In an alternative 

direction I will describe the novel properties of decorated nanoparticles that open a 

complete new area of research for which suitable structure-activity relationships have not 

been developed yet.  
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Nanostructured metals often exhibit vastly different catalytic properties than crystalline 

surfaces. The most prominent example is gold, which is chemically inert in crystalline 

form, whereas gold nanoparticles are excellent catalysts for many reactions. The 

nanostructural effects depend on low-coordinated atoms with high binding affinity for the 

reactants, typically Lewis-bases. However, the physical basis behind the correlation 

between coordination number and binding strength has not been fully resolved. 

 The molecular electrostatic potential [V(r)] has been used extensively to analyze 

chemical reactivity and intermolecular interactions. Brinck et al. demonstrated already in 

1992 that the interactions of halogens with Lewis bases, i.e. halogen bonding, can be 

explained by the presence of surface maxima in V(r) at the end of the halogen atom along 

the extension of the bond	[1]. Clark et al. later introduced the s-hole as a denotation of the 

positive end-region	 [2]. Murray and Politzer extended s-hole bonding to compounds of 

group IV-VII elements	 [3]. Here we show that the catalytically active sites of 

nanostructured metals can be identified as s-holes. Low-coordinated metal atoms typically 

have associated areas of positive surface V(r) and the surface maxima at these sites 

correlate with the catalytic activity. This is apparent from the surface V(r) of gold and 

platinum clusters; surface maxima are found at low-coordinated atomic sites, and their 

magnitudes increase in the order surfaces, edges and corners in agreement with the 

increasing catalytic activity. For smaller metal clusters, we  have found good quantitative 

correlations between surface maxima and binding energies of Lewis bases.  

 Our studies indicate that electrostatics plays a key role in the binding events 

leading to catalysis, but that the interactions also have significant contributions from 

charge transfer and polarization. To account for these effects, we have defined the local 

electron attachment energy as complement to V(r)	 [4]. We will show that it provides 

similar site selectivity maps as V(r), but generally gives better correlations for the binding 

energies of Lewis bases to metal nanoparticles, in particular for the binding of soft bases. 	

 

								[1] T. Brinck, J. Murray, and P. Politzer, Int. J. Quant. Chem. 57 (1992 

        [2] T. Clark, M. Hennemann, J.S. Murray, and P. Politzer, J. Mol. Mod. 13, 291 (2007). 

        [3] J.S. Murray, P. Lane, and P. Politzer, J. Mol. Mod. 15, 723 (2009). 

        [4] T. Brinck, P. Carlqvist, and J.H. Stenlid, J. Phys. Chem. A 120, 10023 (2016). 
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σ-alkane complexes have long been postulated as intermediates on the reaction pathway 

for C-H activation.[1] Such species are, however, notoriously unstable, making the direct 

observation of their reactivity extremely challenging. A step change in this area has come 

from the use of gas-solid reactivity developed by the Weller group as a means to prepare 

stable σ-alkane complexes.[2] Thus exposure of the alkene precursor 

[(Cy2P(CH2)2PCy2)Rh(NBD)]BArF
4, 1 (NBD = norbornadiene, ArF = 3,5-(CF3)2C6H3)), to 

H2 gas effects a crystal-to-crystal transformation to give the corresponding σ-alkane 

[(Cy2PCH2CH2PCy2)Rh(NBA)]BArF
4, 2 (NBA = norbornane). 2 proves to be stable for 

months allowing for its detailed spectroscopic characterization and reactivity studies. 

 

This contribution will detail our use of periodic DFT calculations to model the formation, 

structure and reactivity of 2. In particular the observation of reversible H/D exchange in 2 

links a σ-alkane complex directly to a C-H bond activation event. Intriguingly, however, 

this occurs at the exo-positions implying significant rearrangement of the NBA ligand 

within the crystal lattice. The modelling of these process will be described along with 

parallel experimental studies that elucidate the details of these processes.[3] 

 

[1] C. Hall, R. N. Perutz, Chem. Rev. 96, 3125 (1996) 

[2] S. D. Pike, A. L. Thompson, A. G. Algarra, D. C. Apperley, S. A. Macgregor, A. S. 

Weller, Science 337, 1648 (2012) 

[3] F. M. Chadwick, T. Krämer, T. Gutmann, N. H. Rees, A. L. Thompson, A. J. Edwards, 

G. Buntkowsky, S. A. Macgregor, A. S. Weller, J. Am. Chem. Soc. 138, 13369 (2016) 
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It is well known that the rate of redox reactions can be manipulated by means of an 

electrical potential gradient. However, as elegantly demonstrated by Shaik and co-

workers, external electric fields should also be able to catalyse non-redox processes 

by electrostatically stabilizing the dipoles associated with charge-separated valence 

bond contributors of transition states, thereby enhancing resonance and lowering 

the barrier [1]. However, since these effects are directional in nature, implementing 

electrostatic catalysis in practice has been a challenge. Recently we have addressed 

this problem, and experimentally demonstrated practical electrostatic catalysis 

using two complementary approaches. First, we have used charged functional 

groups on the substrate, auxiliary or catalyst to deliver a localized oriented electric 

field that can be modulated by simple pH changes [2-3]. Second, with 

collaborators, we have used various surface chemistry techniques to control the 

orientation of reagents in an external electric field [4-5]. Interestingly, our own 

theoretical studies of some of these systems indicate that, due to polarization, 

electrostatic effects on reaction barriers and enthalpies actually have a significant 

non-directional component [6-7]. This suggests we may one day be able to design 

reactions where alignment in an electric field is not necessary for catalysis, thus 

broadening its scope. This presentation will briefly outline our progress toward 

practical electrostatic catalysis, but with a focus on the role of polarization in 

determining the strength of these effects. 
 

 

[1] S. Shaik, D. Mandal, R. Ramanan, Nat. Chem. 2016, 8, 1091-1098 

[2] G. Gryn'ova, D.L. Marshall, S.J. Blanksby, M. L. Coote Nat. Chem. 2013, 5, 474-481. 

[3] M. Klinska, L. M. Smith, G. Gryn’ova, M.G. Banwell, M.L. Coote, Chem. Sci. 2015, 6, 

5623–5627. 

[4] A.C. Aragonès, N.L. Haworth, N. Darwish, S. Ciampi, N.J. Bloomfield, G.G. Wallace, 

I. Diez-Perez and M.L. Coote, Nature 2016 531, 88-91. 

[5] L. Zhang; Y.B. Vogel, B.B. Noble, V.R. Gonçales, N. Darwish, A.P. Le Brun, J.J. 

Gooding, G.G. Wallace, M.L. Coote, S. Ciampi, J. Am. Chem. Soc. 2016, 38, 9611–9619. 

[6] G. Gryn'ova, M.L. Coote J. Am. Chem. Soc. 2013, 135, 15392-15403. 

[7] Gryn'ova, G.; Coote, M.L. Aust. J. Chem. 2016, 70, 367-372. 
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NMR is one of the main characterization tools in molecular experimental chemistry, 

because it provides information on both structure and dynamics. Since the NMR chemical 

shift reflects the electronic structure of the NMR active nuclei in molecules, one may 

expect that NMR signatures can provide relation between structure and reactivity.  

 

Here, we will present a combined experimental/computational study on the 
13

C chemical 

shifts in metal alkylidene[1][2] and metallacyclobutane[3] complexes. Measurements of 

chemical shift tensors by solid-state NMR combined with four-component and/or two-

component DFT calculations of these chemical shift tensors allows for a molecular orbital 

analysis of the principal components of the shielding tensors of the determinant carbons. 

With this analysis, we will discuss the relation between the factors that determine the 

shape of the shielding tensor of the metal-alkylidene and metallacyclobutane carbons and 

the nature and properties of metal-alkylidene and metallacyclobutane in the context of 

alkene metathesis.  

 

[1] S. Halbert, C. Copéret, C. Raynaud, O. Eisenstein J. Am. Chem. Soc. 138, 2261-2272 

2016. 

[2] K. Yamamoto,
 
C. P. Gordon, W.-C. Liao,

 
C. Copéret, C. Raynaud, O. Eisenstein 

Angew. Chem. Int. Ed. 2017, DOI: 10.1002/anie.201701537 

[3] C. P. Gordon, K. Yamamoto,
 
W.-C. Liao,

 
F. Allouche,
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Copper (II) phenolic oxime complexes (Chart 1) are important intermediates during liquid-

liquid extraction of copper from ores, being an alternative to energy-intensive techniques

involving smelting. In conjunction with Density Functional Theory (DFT) calculations,

solid-state nuclear magnetic resonance (NMR) can probe the local environment and give

insights into the structure, symmetry and bonding in diamagnetic materials.
[1]

The

paramagnetism of the Cu(II) complexes poses challenges to both experiment and theory.

We have been using state-of-the-art DFT methods (at the PBE0-⅓/IGLO-II level) to 
simulate the

1
H and

13
C chemical shifts in these complexes and report on the detailed effect

of temperature, intermolecular aggregation and substituents (R1 and R2 in Chart 1) on these

parameters.
[2]

Chart 1

[1] S. E. Ashbrook, D. M. Dawson, J. M. Griffin, in Local Structural Characterisation:

Inorganic Materials Series, (Eds.: D. W. Bruce, D. O’Hare, R. I. Walton), Wiley, West

Sussex, 1st Ed., pp. 1–88 (2013).

[2] (a) M. Bühl, S. E. Ashbrook, D. M. Dawson, R. A. Doyle, P. Hrobárik, M. Kaupp, I. A.

Smellie, Chem. Eur. J. 22, 15328 (2016); (b) S. E. Ashbrook, G. P. M. Bignami, M.

Bühl, D. B. Cordes, D. M. Dawson, R. A. Doyle, Z. Ke, F. M. Mack, A. M. Z. Slawin,

I. A. Smellie, in preparation.
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The nature of the hydrogen bond, HB, as such, is still unknown, though some of its most
fundamental  features  are  being  precisely  described.  Among the  spectroscopic  methods

available to study molecules containing HBs, the NMR could give deeper insights about
the electronic origin of properties and phenomena associated with them. One can mention

two phenomena: resonance assisted HBs and charge assisted Hbs.[1]
During the last few years we have being studying the dependence of NMR spectroscopic

parameters with the type of HB in malonaldehyde and its derivatives.[2] They could arise
from both, electronic and geometric factors. In this presentation we will show how the

NMR spectroscopic parameters can be incorporated as descriptors of the magnetic nature
of HBs. 

On the other side,  π-π stacking or interbase interactions were recently studied to get a
deeper understanding of the stacking forces necessary to break fragments of DNA base-

pairs while leaving hydrogen bonds intact, at the level of individual pairs.[3] These studies
are of great interest due to its applied use.

We are then interested to study the likely effects of the stacking interactions on the NMR
spectroscopic parameters. One of our main interest is to describe the effect of piling up

Watson-Crick base-pairs on the magnetic properties of a given pair, using two different
systems: guanine-cytosine-rich sequences and adenine-thymine-rich sequences.[4] We are

also interested to answer the question about whether stacking interactions may support the
appearance of cooperativity effects transmitted through the fragments of DNA. 

In this communication we will describe the dependence of nuclear magnetic shieldings and
J-couplings with cooperativity  effects,  in  addition to  that  of  stacking and HB in short

complexes of DNA base-pairs.

Acknowledgments: The  argentinian  research  council,  CONICET  and  the  argentinian
agency  for  science  and  technology,  FONCYT are  greatly  acknowledged  for  financial
support.

[1] P. Gilli, V. Bertolasi, L. Pretto, A. Lycka and G. Gilli. J. Am. Chem. Soc. 124, 13554 
(2002). 

[2] M. Montero, F. Martínez and G. A. Aucar, J. Phys. Chem. A. Submitted.
[3] F. Kilchherr, C. Wachauf, B. Pelz, M. Rief, M. Zacharias and H. Dietz, Science 353, 

aaf5508 (2016).
[4] F. Martínez and G. A. Aucar, Phys. Chem. Chem Phys. Submitted.
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Stable minima showing halogen [1] or hydrogen bonds [2-5] between charged molecules 

with the same sign have been explored by means of theoretical calculations. In spite of the 

ionic repulsion, local energy minima are found both in the gas phase (Fig. 1a) and in 

aqueous solution. Electrostatic potential and electron density topologies, and the 

comparison with neutral complexes, reveal that the ionization has no significant effect on 

the properties of the halogen and hydrogen bonds that hold together the complexes. The 

stability of the complexes in the gas phase is explained by attractive forces localized in a 

volume situated in the intermolecular region and defined as the electrostatic attraction 

region (EAR) and determined by the topological analyses of the electron density and the 

electrostatic potential, and by the electric field lines (Fig. 1c). The nature of the interaction 

in the minima and TSs indicate the presence of local favorable electrostatic interactions in 

the minima that vanish in the TSs. A corrected binding energy profile by removing the 

charge-charge repulsion of the monomers shows a similar profile to the one observed for 

the dissociation of analogous neutral systems (Fig. 1b). 

  

 

 

Fig. 1. (a) Dissociation profile versus the N·· ·N intermolecular distance. (b) Coulombic 

repulsion removed from the profile. (c) Electric field in the dimer of the protonated 

glycine. 

       [1]  D. Quiñonero, I. Alkorta, J. Elguero, Phys. Chem. Chem. Phys. 18, 27939 (2016). 

       [2]  I. Alkorta, I. Mata, E. Molins, E. Espinosa, Chem. Eur. J. 22, 9226 (2016). 

       [3]  I. Mata, E. Molins, I. Alkorta, E. Espinosa, J. Phys. Chem. A 119, 183 (2015). 

       [4]  I. Mata, I. Alkorta, E. Molins, E. Espinosa, Chem. Phys. Lett. 555, 106 (2013). 

       [5]  I. Mata, I. Alkorta, E. Molins, E. Espinosa, ChemPhysChem 13, 1421 (2012). 
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We report the linear and 2-D infrared spectra of liquid water and ice with the ab-initio 

based flexible, polarizable interaction potential for water. The potential is parametrized 

from high level ab-initio results for water clusters and incorporates an accurate description 

of the monomer’s potential energy and non-linear dipole moment surfaces. The IR spectra 

of bulk water are reported from nuclear centroid molecular dynamics (CMD and semi-

classical IVR simulations. The analysis of the 2-D IR spectra for the OH stretch and - for 

the first time - the HOH bend in liquid water provide insights regarding the molecular 

origin of the difference in the HOH bending region. For liquid water, the frequency 

fluctuation of the HOH bend is faster than that of the OH stretch. The later caused by the 

intermolecular HB stretch and the libration, while that of the HOH bend by the OH stretch 

as well as the intermolecular HB bend. The difference in the intensities of the HOH bend 

in the IR spectra between liquid water (larger intensity) and ice (smaller intensity) is 

attributed to (i) the strong anti-correlation between the water’s permanent dipole moment 

and the induced dipole moment of its HB acceptor neighbor and (ii) the weakening of this 

anti-correlation by the disordered hydrogen bond network in liquid water compared to the 

one in ice. 

 
This work was performed in collaboration with S. Imoto and S. Saito, Department of 

Theoretical and Computational Molecular Science, Institute for Molecular Science, 

Myodaiji, Okazaki, Japan. 

 
 

*		 This work was supported by the US Department of Energy, Office of Science, Office of Basic 

Energy Sciences, Division of Chemical Sciences, Geosciences and Biosciences. Pacific 

Northwest National Laboratory (PNNL) is a multi-program national laboratory operated for 

DOE by Battelle. 
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In this talk, I will outline recent work in our group aimed at gaining insight into 

homogeneous catalysis based on computational chemistry. This is a broad area of research 

in which many groups are active, but to be more specific, our aim in recent years has been 

to try to build semi-quantitative models of the catalytic transformations based on 

predicting the rate and equilibrium constants for all relevant elementary steps involved in 

the mechanism. Doing so requires high accuracy in the treatment of solvation, of enthalpic 

and especially entropic thermal effects, and of course also in the quantum chemical 

characterization of the potential energy surfaces. Another challenging aspect is the need to 

carry out a comprehensive search of the chemical space accessible to the catalytic system – 

both in terms of the available conformations of each chemical species as well as the 

different chemical species that can be formed. 

 

In my talk, I will focus especially on two transformations to illustrate these challenges: the 

Morita-Baylis-Hillman organocatalytic reaction [1,2], and the cobalt-catalyzed 

hydroformylation of alkenes [3,4]. The calculations are essentially standard molecular 

quantum chemistry combined with continuum solvent models and statistical rate theory. 

 

       [1]  R. Robiette, V. K. Aggarwal, J. N. Harvey, J. Am. Chem. Soc. 129, 15513 (2007). 

       [2]  Z. Liu, C. Patel, J. N. Harvey, R. B. Sunoj, submitted. 

       [3]  L. E. Rush, P. G. Pringle, J. N. Harvey, Angew. Chem. Int. Ed. 53, 8672 (2014), 

Angew. Chem. 126, 8816 (2014). 

       [4]  E. N. Szlapa, J. Peters, J. N. Harvey, to be published. 
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The Gecko can walk up a glass window because of the adhesion in 

hydrophobic setae on its toes that convey van der Waals (vdW) 

interactions with the surface.
2
 The attractive part of such vdW-

interactions is an electron correlation effect referred to as London 

dispersion. Its role in the formation of condensed matter has been 

known since the work of van der Waals
3
 and London

4
 who related dispersion to 

polarizability. London dispersion has been underappreciated in molecular chemistry as a 

key element of structural stability, chemical reactivity, and catalysis. This negligence is 

due to the notion that dispersion is weak, which is only true for one pair of interacting 

atoms. For increasingly larger structures, the overall dispersion contribution grows rapidly 

and can amount to tens of kcal mol
–1

. This presentation shows selected examples that 

emphasize the importance of dispersion for molecules consisting mostly of first row 

atoms.
5
 We note the synergy of experiment and theory that now has reached a stage where 

dispersion effects can be examined in fine detail. This forces us to re-consider our 

perception of steric hindrance and stereoelectronic effects, and even the transferability of 

chemical bond parameters from one molecule to another.  

 

This work was supported by the DFG, priority program 1807 “dispersion”. 

________ 

(1) Review: Wagner, J. P.; Schreiner, P. R. Angew. Chem. Int. Ed. 2015, 54, 12274. 

(2) Autumn, K.; Sitti, M.; Liang, Y. A.; Peattie, A. M.; Hansen, W. R.; Sponberg, S.; Kenny, 

T. W.; Fearing, R.; Israelachvili, J. N.; Full, R. J. Proc. Natl. Acad. Sci. 2002, 99, 12252. 

(3) van der Waals, J. D., Leiden University, 1873. 

(4) London, F. Z. Phys. 1930, 63, 245. 

(5) Experimental systems ideally suited for benchmarking theory: a) Schreiner, P. R.; 

Chernish, L. V.; Gunchenko, P. A.; Tikhonchuk, E. Y.; Hausmann, H.; Serafin, M.; Schlecht, S.; 

Dahl, J. E. P.; Carlson, R. M. K.; Fokin, A. A. Nature 2011, 477, 308; b) Fokin, A. A.; Chernish, L. 

V.; Gunchenko, P. A.; Tikhonchuk, E. Y.; Hausmann, H.; Serafin, M.; Dahl, J. E. P.; Carlson, R. M. 

K.; Schreiner, P. R. J. Am. Chem. Soc. 2012, 134, 13641; c) Wagner, J. P.; Schreiner, P. R. J. Chem. 

Theory Comput. 2014, 10, 1353; d) Wagner, J. P.; Schreiner, P. R. J. Chem. Theory Comput. 2016, 

12, 231; e) Rösel, S.; Balestrieri, C.; Schreiner, P. R. Chem. Sci. 2017, 8, 405; f) Rösel, S.; Quanz, 

H.; Logemann, C.; Becker, J.; Mossou, E.; Cañadillas-Delgado, L.; Caldeweyher, E.; Grimme, S.; 

Schreiner, P. R. J. Am. Chem. Soc. 2017, 139, 7428. 
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Impact of Hydrogen Bonding on the Susceptibility of Peptides to Oxidation 
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The tendency of peptides to oxidize is intimately connected with their function and even 

their ability to exist in an oxidative environment. In this presentation, we use high-level 

computational quantum chemistry procedures to show how hydrogen bonding in model 

amino acids and small peptides can have a dramatic effect on the ionization energies 

and hence on the oxidative susceptibility.   
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Isomerization Mechanisms Around E=E’ (E,E’=C,Si) Bonds. 

 Experiment and Theory  

 

Yitzhak Apeloig, Arseni Kostenko, Daniel Pinchuk, Lieby Zborovsky, D. Bravo-

Zhivotovskii 

Schulich Department of Chemistry, Technion- Israel Institute of Technology, Haifa 32000, Israel 

E-mail: apeloig@technion.ac.il 

 

The mechanism of isomerization around C=C bonds has been studied extensively both 

experimentally and theoretically. In contrast, relatively little is known about the isomerization 

mechanisms around E=E’ (E,E’=C,Si) bonds. 

 In this lecture we discuss isomerization mechanisms around E=E’ (E,E’=C,Si) bonds, for 

example in silenes (RR’C=SiRR’) and in silenyl anions (RR’C=SiR-) and radicals, recently 

synthesized in our group [1]. The experimental and computational studies reveal interesting 

differences between the isomerization mechanism in alkenes and vinyl anions and their heavier 

congeners. 

 

[1]. D. Pinchuk, J. Mathew, A. Kaushansky, D.  Bravo-Zhivotovskii, Y. Apeloig, Angew. Chem., 

Int. Ed., 55, 10258 -10262 (2016). 
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Dynamics of Pericyclic Reactions 

 

K. N. Houk and Zhongyue Yang 
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Quasi-classical molecular dynamics of organic pericyclic reactions are reported for a variety of 

Diels-Alder reactions and Cope rearrangements, including reactions in water and in enzymes.  Mechanisms 

are defined in terms of the time gap between the formation of two bonds for cycloadditions, or the time in 

the transition zone for the Cope rearrangement.  When the time gap is less than 60fs the reaction is defined 

as dynamically concerted.  Examples of dynamically concerted and stepwise reactions, as well as reaction 

mechanisms involving both types occurring simultanteously will be discussed.  The influence of solvent 

and enzyme binding sites on the dynamics and mechanisms will be discussed for certain ambimodal 

reactions, where the transition state leads to two different products. Dynamics trajectories were propagated 

with B3LYP and M06-2X density functionals.  

 We have benefited greatly from collaborations with, and advice from, Charles Doubleday 

(Columbia) and Daniel Singleton (Texas A&M).  
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Symmetry projected coupled cluster theory 

Gustavo E. Scuseria 

Department of Chemistry  

Department of Physics & Astronomy 

Department of Materials Science & Nano Engineering 

Rice University, Houston, Texas, USA 
 

Coupled cluster and symmetry projected Hartree-Fock are two central paradigms in 

electronic structure theory. However, they are very different. Single reference coupled 

cluster is highly successful for treating weakly correlated systems, but fails under strong 

correlation unless one sacrifices good quantum numbers and works with broken-symmetry 

wave functions, which is unphysical for finite systems. Symmetry projection is effective 

for the treatment of strong correlation at the mean-field level through non-orthogonal 

configuration interaction wavefunctions, but unlike coupled cluster, it is neither ideal for 

treating dynamic correlation nor size extensive beyond broken-symmetry field. This talk 

will examine two scenarios for merging these two dissimilar theories based on symmetry 

adapted and broken symmetry references. Benchmark results and will also be presented. 
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Accurate treatment of long-range correlation effects in large molecules      

using explicitly correlated local coupled-cluster methods 

	

Max Schwilk, Qianli Ma, Christoph Köppl, Hans-Joachim Werner 

Institute for Theoretical Chemistry, University of Stuttgart, 	

Pfaffenwaldring 55, D-70569 Stuttgart, Germany 	

 

 

A well parallelized explicitly correlated local singles and doubles coupled-cluster method 

using pair natural virtual orbitals (PNO-LCCSD-F12) [1] is presented. This is an extension 

of our previous parallel PNO-LMP2 [2] and PNO-LMP2-F12 [3] methods. In the LCCSD  

the correlated orbital pairs are classified according to their PNO-LMP2 energy 

contributions as strong, close, weak, or distant. Close pair amplitudes are optimized using 

approximate LCCSD equations [4], in which slowly decaying terms that mutually cancel at 

long range are neglected. For weak pairs the same approximations are used, but in addition 

the non-linear terms are neglected. Distant pairs are treated by spin-component scaled 

(SCS)-LMP2 using multipole approximations [5]. This hierarchy leads to excellent 

accuracy for large systems, in particular when long-range dispersion interactions are 

important. The impact of the local approximations on reaction energies, barrier heights, 

and intermolecular interaction energies is investigated for 3-dimensional systems with up 

to 174 atoms (5168 basis functions). While the treatment of close and weak pairs by LMP2 

or SCS-LMP2 strongly overestimates the long-range correlation contributions and can lead 

to large errors (> 5 kcal mol
-1

) in relative energies, the errors caused by the new pair 

approximations were in all benchmarks less than 0.2 kcal mol
-1

, using default thresholds. 

The domain errors are equally small if F12 terms are included. For extended one-

dimensional systems the computational effort of the method scales almost linearly with the 

number of correlated electrons, but the linear scaling regime is usually not reached in real-

life applications for three-dimensional systems. Nevertheless, due to the parallelization, 

which is efficient up to about 100-300 CPU cores (dependent on the molecular size), 

accurate PNO-LCCSD-F12 calculations for three-dimensional molecules with more than 

100 atoms and cc-pVTZ-F12 basis sets can be carried out in 1-3 hours of elapsed time 

(depending on the molecular structure and the number of CPU cores). 

[1] M. Schwilk, Q. Ma, C. Köppl, H.-J. Werner, submitted for publication. 

[2] H.-J. Werner, G. Knizia, C. Krause, M. Schwilk, M. Dornbach, J. Chem. Theory  

      Comput. 11, 485 (2015).  

[3] Q. Ma, H.-J. Werrner, J. Chem. Theory Comput. 11, 5291 (2015).  

[4] M. Schwilk, D. Usvyat, H.-J. Werner, J. Chem. Phys. 142, 121102 (2015). 

[5] H.-J. Werner, J. Chem. Phys. 145, 201101 (2016). 
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Tensor Product Methods and Entanglement Measures for Strongly Correlated
Molecular Systems

S. Szalay1, G. Barcza1, T. Szilvási2, Ö. Legeza1, L. Veis3, J. Brandejs3, J. Pittner3,
F. Verstraete4, C. Krumnow5, J. Eisert5

1"Lendület” Research Group, Wigner Research Centre for Physics, Budapest, Hungary
2Department of Chemical and Biological Engineering, University of Wisconsin-Madison,

United States
3J. Heyrovsky Institute of Physical Chemistry, Prague, Czech Republic

4Fakultät für Physik, Universität Wien, Vienna, Austria
5Dahlem Center for Complex Quantum Systems, Freie Universität, Berlin, Germany

We present general tensor network state techniques, that can be used for the treatment of strongly
correlated molecular systems, and connect them to concepts already used in many-body quan-
tum physics [1]. We will also discuss the controlled manipulation of the entanglement, which
is in fact the key ingredient of such methods, and which provides relevant information about
the correlation theory of the chemical bonds. Recent developments on fermionic orbital op-
timization [2], tree-tensor network states, multipartite entanglement in chemical systems [3],
and accurate treatment of static and dynamic correlations based on the tailored coupled cluster
(CC) theory [4] will be discussed. New results will be shown for various prominent multiref-
erence system, in particular transition metal clusters, extended periodic systems, π-conjugated
polymers and graphene.

[1] S. Szalay, M. Pfeffer, V. Murg. G. Barcza, F. Verstraete, R. Schneider, and Ö. Legeza,
Int. J. Quant. Chem. 115, 1342 (2015).

[2] C. Krumnow, L. Veis, Ö. Legeza, J. Eisert, Phys. Rev. Lett. 117, 210402 (2016).

[3] S. Szalay, G. Barcza, T. Szilvási, L. Veis. Ö. Legeza, Scientific Reports 7, 2237 (2017).

[4] L. Veis, A. Antalík, J. Brabec, F. Neese, Ö. Legeza, J. Pittner, J. Phys. Chem. Lett. 7,
4072 (2016).
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Wave Functions with Several Sets of Optimized Orbitals

Jeppe Olsen1

1Department of Chemistry, Aarhus University, Langelandsgade 140, 8000 Aarhus C, Denmark

Standard quantum chemical methods employ a single set of orthogonal or non-orthogonal or-

bitals. However, for a number of molecular systems such expansions are rather inefficient, as

different parts of the wave function require different forms of orbitals. For example, a reasonable

description of the ground state of the iron dimer is obtained only when the active space includes

d-sets for both d6 andd7 configurations. In this talk, I will talk about our recent development and

initial applications of a new method, where the wave function is a sum of several terms, with

each term being a single or multi-configurational wave function with its own set of optimized

orbitals. The method is extended to generate individual sets of orbitals for several states, thereby

allowing MCSCF calculations on excited states to be formulated as minimizations.
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Active Thermochemical Tables:  What They Are, Why I Care About Them, 

and Why You Should, Too 

	

John F. Stanton
1
	

1
Quantum Theory Project, Departments of Chemistry and Physics, University of Florida, 

Gainesville, FL 32611  

 

 

Developed	 during	 the	 last	 decade	 by	 Ruscic	 and	 collaborators	 at	 Argonne	 National	

Laboratory,	 Active	 Thermochemical	 Tables	 (ATcT)	 represents	 an	 entirely	 new	 and	

revolutionary	 way	 to	 approach	 the	 subject	 of	 thermochemistry.	 	 	 	 Traditional	

thermochemistry	 has	 advanced	 piecemeal	 and	 willy	 nilly,	 through	 individual	

spectroscopic,	 kinetic,	 calorimetric,	 etc.	 measurements	 often	 supplemented	 by	

`recommendation	of	`standard’’	(in	the	non-thermodynamic	sense)	through	the	actions	of	

various	 critical	 review	 committees	 (NIST-JANAF,	 CODATA,	 etc.).	 	 In	 contrast,	 ATcT	 is	 a	

holistic	 approach	 that	 views	 each	 molecule	 as	 connected	 –	 in	 principle	 –	 to	 all	 other	

species	 through	 within	 constructs	 called	 thermochemical	 networks.	 	 	 	 In	 ATcT,	

thermochemical	parameters	such	as	bond	energies,	ionization	potentials,	and	enthalpies	

of	formation	are	solved	for	self-consistently	using	all	available	relevant	information.	Many	

bond	energies	once	known	 to,	 say,	a	 few	kcal	mol-1	have	now	been	established	with	a	

precision	 that	 is	 at	 least	 an	 order	 of	 magnitude	 better	 than	 before,	 which	 clearly	 has	

enormous	 practical	 consequences	 for	 modelling	 studies.	 	 	 	 This	 talk	 reviews	 the	

surprisingly	 interesting	 topic	 of	 “where	 do	 these	 heats	 of	 formation	 come	 from?”	 and	

outlines	 the	basic	 ideas	 in	ATcT.	 	Due	to	 the	high	 interconnectedness	of	many	chemical	

species	 through	 the	 thermochemical	 network	 paradigm,	 it	 transpires	 that	 knowing	 any	

individual	property	(say,	an	ionization	potential)	can	potentially	impact	properties	of	any	

number	 of	 different	 species.	 	 	 Hence,	 there	 is	 virtue	 to	 constantly	 improving	 our	

knowledge	 of	 fundamental	 molecular	 properties	 that	 goes	 well	 beyond	 just	 “putting	

another	 decimal	 place	 on	 it”.	 	 	 ATcT	 actively	 seeks	 accurate	 measurements	 and	

calculations	 for	 key	 quantities,	 which	 will	 be	 illustrated	 by	 a	 recent	 study	 of	 the	

photoelectron	spectrum	of	hydrogen	peroxide.	

. 
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Localized Orbital Scaling Correction for Systematic Elimination of 

Delocalization Error in Density Functional Approximations. 

 

Weitao Yang 

1
 Department of Chemistry and Department of Physics, Duke University, Durham, North 

Carolina 27708, USA 

 

The delocalization error of popular density functional approximations (DFAs) leads to 

diversified problems in present-day density functional theory calculations. For achieving a 

universal elimination of delocalization error, we develop a localized orbital scaling 

correction (LOSC) framework, which unifies our previously proposed global and local 

scaling approaches. The LOSC framework accurately characterizes the distributions of 

global and local fractional electrons, and is thus capable of correcting system energy, 

energy derivative and electron density in a self-consistent and size-consistent manner. The 

LOSC–DFAs lead to systematically improved results, including the dissociation of 

cationic species, the band gaps of molecules and polymer chains, the energy and density 

changes upon electron addition and removal, and photoemission spectra.  

 

 

 

       [1]  Chen Li,1 Xiao Zheng,  Neil Qiang Su, and Weitao Yang, “Localized Orbital 

Scaling Correction for Systematic Elimination of Delocalization Error in Density 

Functional Approximations”, arXiv:1707.00856v1   
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Ultrafast Quantum/Molecular Mechanics: Thermodynamic Integration and 
van der Waals parameters 
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1
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2
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2
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In traditional Quantum/Molecular Mechanics (QM/MM), a large number (10
6
-10

7
) of 

configurations of the flexible solvent (or environment) must be sampled statistically for 

each geometry of the active region to obtain reliable free energies. This makes full 

QM/MM with ab initio or even DFT QM component very expensive. Ultrafast QM/MM 

[1] obviates the need to perform a QM run for each solvent configuration. As this is 

required only to calculate the polarization of the solute by the solvent, we precalculate 

once for a fixed solute,  its Generalized Polarizabilities [2], i.e., the second derivatives of 

the energy with respect to the coefficients of  the expansion basis functions for the electric 

potential within the solute. In the simulation phase the calculation of polarization energy 

requires only a fast matrix-vector product. With a few hundred explicit water molecules, 

Ultrafast QM/MM is about 10
4
 times faster than traditional QM/MM, and is accurate to 

~0.05 kcal/mol [1]. Even this speed (~10 ms/config) is insufficient for mapping 2D 

potential surfaces by Free Energy Perturbation (FEP) for, e.g. a peptide model. We have 

implemented ultrafast free energy gradients with the help of Dr. T. Janowski. They allow 

the use of Thermodynamic Integration (TI, or Potential of 

the Mean Force) instead of FEP. FEP is shown to be a 

finite-difference approximation to TI and it compares 

unfavorably with analytical derivatives.  The accuracy of 

QM/MM depends on the solvent model, in particular on 

the van der Waals (vdW) parameters between the 

quantum and the MM systems. VdW parameters based on 

old RHF/3-21G calculations [3] are still widely used but 

not accurate enough. We have developed an Adaptive Force Fitting [4] program for state-

of-the art vdW parameters. Examples will be presented, and the method will be compared 

with MESS-E/H techniques [5], and with coarse-grained methods [6]. 

[1] Janowski, T.; Wolinski, K.; Pulay, P. Chem. Phys. Lett. 2012, 530, 1. 

[2] Pulay, P.; Janowski, T. Int. J. Quantum Chem. 2009, 109, 2113. 

[3] Freindorf, M.; Gao, J. J. Comput. Chem. 1996, 17, 386-395. 

[4] Akin-Ojo, O.; Song, Y.; Wang, F. J. Chem. Phys. 2008, 129, 064108/1-11. 

[5] Sodt, A.J.; Mei, Y.; König, G.; Tao, P.; Steele, R. P.; Brooks, B. R.; Shao, Y. J. Phys. 

Chem. A 2015, 119, 1511. 

[6] Zhang, Y.; Liu, H.; Yang, W. J. Chem. Phys. 2000, 112, 3483.  
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Fast construction of the exchange operator in an atom-centered basis  

with concentric atomic density fitting 
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An algorithm is presented for computing the Hartree–Fock (HF) exchange matrix using 

concentric atomic density fitting with O(N) data and instruction count complexities. The 

algorithm exploits the asymptotic distance dependence of the three-center Coulomb integrals 

along with the rapid decay of the density matrix to accelerate the construction of the exchange 

matrix. The new algorithm is tested with computations on systems with up to 1536 atoms and a 

quadruple-zeta basis set (up to 15585 basis functions). Our method handles screening of high 

angular momentum contributions in a particularly efficient manner, allowing the use of larger 

basis sets for large molecules without a prohibitive increase in cost.  

 

 

Department of Energy, Office of Basic Energy Sciences, Computational and Theoretical 

Chemistry Program. Grand No. DE-SC0015512 

 

 

 

 

a)
 Current address: Sandia National Laboratories, Livermore, CA 94551, USA  

I-093



Numerical Electronic Structure Theory Methods for Massively Parallel

Computations on Molecules

Dage Sundholm1, Pauli Parkkinen1, Eelis Solala1, Wen-Hua Xu2

1Department of Chemistry, University of Helsinki, P.O. Box 55, A.I. Virtanens plats 1,

FI-00014, Helsinki, Finland
2Department of Chemistry, Northwest University, Xian, China.

Algorithms and computational approaches for three-dimensional (3D) fully numerical elec-

tronic structure calculations on molecules will be discussed. In our approach, the steep parts

of the functions are expanded in one-center functions (bubbles) consisting of numerical radial

functions multiplied with spherical harmonics for the angular part. The difference between the

bubbles and the ’exact’ functions (the cube) is expanded on an equidistant 3D grid.[1] The

methods have been implemented for massively parallel calculations on general purpose graph-

ics processing units (GPGPU).[2] The presented algorithms include computational schemes for

performing numerical calculations of electrostatic potentials and two-electron interaction ener-

gies as well as for calculations of the exchange correlation potentials and energies occurring

in density-functional theory (DFT) calculations. The dual bubbles and cube basis renders ac-

curate numerical calculations of the kinetic-energy contributions feasible. Orbital optimization

is performed by integrating the Helmholtz kernel.[3] An implementation of a grid-based fast

multipole method (FMM) for efficient calculations of electrostatic potentials and two-electron

interactions is preented.[4] A generalized FMM algorithm based on the Helmholtz kernel is

used for optimization of the numerical orbitals.[5]

The accuracy of the implemented numeri-

cal methods has been assessed by perform-

ing calculations on molecules for which

benchmark data are available. The calcu-

lations show that the calculated energies

systematically approach the basis-set limit

when using large grids.

[1] S. A. Losilla, D. Sundholm, J. Chem. Phys. 136, 214104 (2012).

[2] S. A. Losilla, M. A. Watson, A. Aspuru-Guzik, D. Sundholm, J. Chem. Theory Comput.

11, 2053 (2015).

[3] E. A. Toivanen, S. A. Losilla, D. Sundholm, Phys. Chem. Chem. Phys. 17, 31480 (2015).

[4] E. Solala, S. A. Losilla, D. Sundholm, W. H. Xu, P. Parkkinen, J. Chem. Phys. 146,

084102 (2017).

[5] P. Parkkinen, S. A. Losilla, E. Solala, E. A. Toivanen, W. H. Xu, D. Sundholm, J. Chem.

Theory Comput. 13, 654 (2017).
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Fourier transform of 1/r on graphical processing units – a promising tool for 

applications in nanolithography    

 

Petr Čársky and Roman Čurík 

 

J. Heyrovský Institute of Physical Chemistry, Academy of Sciences of the Czech Republic, 

Dolejškova 3, 18823 Prague 8, Czech Republic 

 

This contribution deals with the following issues: 

1. Factorization of two-electron integrals to products of one-electron overlap integrals   
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2. This factorization is an ideal task for graphical processing units. We show how to do it 

efficiently. The method is general and it can be profitable for use in quantum chemical 

calculations of various types.  

 

3. We are interested primarily in exchange integrals of the type (g1(1)k1(1)| g2(2)k2(2)), 

where g’s and k’s, respectively, are gaussians and plane-wave functions that are needed in 

ab initio calculations on electron scattering by polyatomic molecules. Such an interest 

originates from our engagement in the international (mainly experimental) project 

CELINA (Chemistry for ELectron Induced NAnolithography). In this project a new 

experimental technique is explored, in which decomposition of organometallics and 

subsequent deposition of metal on surface is imposed not by annealing but on electron 

impact. Achieved resolution is better and also the control of the process is better. 

Experimentalists need help from theory in selection of suitable precursors and 

experimental conditions. We briefly show what we can do in this respect, but the main 

attention in our presentation will be paid to issues 1 and 2. 
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Open Systems Simulations of Macromolecular Solutes through Adaptive 

Resolutions Simulations (AdResS) 

 

Kurt Kremer  

 
Max Planck Institute for Polymer Research, Theory Department,  

Ackermannweg 10, D-55128 Mainz, Germany 

 

 

The relation between atomistic structure, architecture, molecular weight and material 

properties is of basic concern of modern soft matter science.  A typical additional focus is 

the relation between structure and function in nanoscopic molecular assemblies. Here 

computer simulations on different levels of resolution play an increasingly important 

role. This is achieved by two different approaches, namely by sequential multiscale 

descriptions or adaptive schemes, which allow for a free exchange of particles (atoms, 

molecules) between the different levels of resolution. The latter is the topic of the 

present lecture. The extension to open systems MD (grand canonical MD) as well as 

recent Hamiltonian based molecular dynamics and Monte Carlo adaptive resolution 

methods will be discussed.  

Typical applications are solvation of polymers in mixed good solvents, called 

co(non)solvency, hydration layers of large solutes and the combination of all atom and 

elastic network description of proteins and protein ligand binding.  

Part of this work has been supported by the ERC Advanced Grant MOLPROCOMP 

 

[1] M. Praprotnik et al., Ann. Rev. Phys. Chem. 59 (2008); General introductory review 

[2] S. Fritsch et al., Phys. Rev. Lett. 108, 170602 (2012);   

[3] R. Potestio et al., Phys. Rev.  Lett. 110, 108301(2013), Phys. Rev. Lett. 111, 060601 

(2013);  

[4] D. Mukherji and K. Kremer, Macrom. 46, 9158 (2013);  

[5] D. Mukherji, C. Marques, K. Kremer, Nat. Comm. 5,  DOI: 10.1038/ncomms 5882  

(2014); 

[6] A.C. Fogarty, R. Potestio, K. Kremer, J. Chem. Phys. 142, 195101 (2015) 

[7] K. Kreis, A.C. Fogarty, K. Kremer, R. Potestio, EPJ –Spec. Top. 224, 2289 (2015) 

[8] K. Kreis, R. Potestio, K. Kremer, AC Fogarty, JCTC, 12, 4067 (2016) 

[9] A.C. Fogarty, R. Potestio, K. Kremer, Proteins – Struct. Funct. and Bioinf. 84, 1902 

(2016) 
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Multiscale molecular modelling of soft materials: The challenge of dynamics 

 
Florian Müller-Plathe 

Technische Universität Darmstadt, Eduard-Zintl-Institut für Anorganische und 

Physikalische Chemie, Alarich-Weiss-Str. 8, D-64287 Darmstadt, Germany 
 

Moving from a fine-grained particle model to one of lower resolution leads, with few 

exceptions, to an acceleration of molecular mobility, higher diffusion coefficients, lower 

viscosities, and more. On top of that, the level of acceleration is often different for 

different dynamical processes as well as for different state points. While the reasons are 

often understood, the fact that coarse-graining almost necessarily introduces unpredictable 

acceleration of the molecular dynamics severely limits its usefulness as a predictive tool. 

There are several attempts under way to remedy these shortcomings of coarse-grained 

models. On the one hand, we follow bottom-up approaches. They attempt already when the 

coarse-graining scheme is conceived to estimate their impact on the dynamics. This is done 

by excess-entropy scaling. On the other hand, we also pursue a top-down development. 

Here we start with a very coarse-grained model (dissipative particle dynamics) which in its 

native form produces qualitatively wrong polymer dynamics, as its molecules cannot 

entangle. This model is modified by additional temporary bonds, so-called slip springs, to 

repair this defect. As a result, polymer melts and solutions described by the slip-spring 

DPD model show correct dynamical behaviour. Finally, we deal with the dynamics of the 

reactive formation of polymer networks near solid substrates (i.e. two-component 

adhesives) and with their glass transition in the interphase. 

 

Read more: 

Excess entropy scaling for the segmental and global dynamics of polyethylene melts, E. 

Voyiatzis, F. Müller-Plathe, and M.C. Böhm, Phys. Chem. Chem. Phys. 16, 24301 (2014). 

[DOI: 10.1039/C4CP03559C] 

Recovering the Reptation Dynamics of Polymer Melts in Dissipative Particle Dynamics 

Simulations via Slip-Springs, M. Langeloth, Y. Masubuchi, M. C. Böhm, and F. Müller-

Plathe, J. Chem. Phys. 138, 104907 (2013). [DOI: 10.1063/1.4794156]. 

The Glass Transition in Cured Epoxy Thermosets: A Comparative Molecular Dynamics 

Study in Coarse-Grained and Atomistic Resolution, M. Langeloth, T. Sugii, M. C. Böhm, 

and F. Müller-Plathe, J. Chem. Phys. 143, 243158 (2015). [DOI: 10.1063/1.4937627] 
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Exploring the mechanism and kinetics of nucleation processes:

from crystallization to cavitation

Christoph Dellago

Faculty of Physics, University of Vienna, Boltzmanngasse 5, Vienna, Austria

Computer simulations of first order phase transitions occurring via nucleation and growth are

demanding for several distinct but related reasons. Particularly close to coexistence, the free en-

ergy barrier separating the metastable from the stable phase can be high, leading to nucleation

times that vastly exceed the time scales accessible to molecular dynamics simulations. Other

difficulties arising in the simulation of nucleation processes consist in detecting local structures

characteristic for the stable and metastable phases and in identifying the degrees of freedom that

capture the essential physics of the transition mechanism. In this talk, I will discuss simula-

tion approaches to address these problems, using the crystallization of supercooled liquids and

cavitation of water under tension as illustrative examples.
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A multiscale simulation perspective on mineralization processes

Christine Peter1

1Department of Chemistry, University of Konstanz, Universitätsstrasse 10, 78457 Konstanz,

Germany

How do biominerals form? Which factors steer the formation of particle shapes and morpholo-

gies? In recent years exciting experimental studies have shed new light on the processes and

structures that occur during the early stages of mineralization. The traditional view - that had

been dominated by classical nucleation theory and classical growth models - was significantly

expanded. New pathways and intermediates have been investigated, such as liquid-like prenu-

cleation species and metastable amorphous precursors which exist up to macroscopic length

scales, requiring solid-solid phase transformations during mineralization.

Yet, molecular understanding and interpretation of these experimental data is often elusive.

Here, molecular simulation can provide a microscopic structural interpretation. One can in-

vestigate the processes and transition states and dissect the observed thermodynamic behavior

into contributions from various components. I will discuss several aspects related to models,

methodologies, and challenges in simulating the early stages of mineralization. We start from

an atomistic view on the formation of early precursor forms in solution and on the effect of

biopolymer additives on nucleation. From there we move to a particle-based coarse-grained

model, which is being developed to address the inherent time- and length-scale problems of

mineral formation.

I-104



Computational modeling of molecular processes in proteins. 

 

Alexander Nemukhin1,2, Bella Grigorenko1,2, Maria Khrenova1,  
Sofya Lushchekina2, Ekaterina Kots1 

1
Department of Chemistry, Lomonosov Moscow State University, Leninskie Gory 1-3, 

Moscow, Russian Federation 

2
Emanuel Institute of Biochemical Physics, Russian Academy of Sciences, Kosygina 4, 

Moscow, Russian Federation 

 

 

We consider molecular processes in proteins including chemical reactions catalyzed by 

enzymes and photo-induced transformations in photoreceptors. Quantum mechanics- 

molecular mechanics (QM/MM) and molecular dynamics (MD) methods are appropriate 

modeling tools for these simulations. We discuss the results of modeling [1] of the 

complete catalytic cycle of aspartoacylase responsible for cleavage of N-acetyl-L-

aspartate, the major amino acid derivative in the mammalian brain. Starting from the 

crystal structure of the enzyme complexed with the intermediate analog, the QM/MM 

minimum energy geometry configurations and the corresponding transition states were 

located. The stages of substrate binding to the enzyme active site and release of the 

products were modeled by MD calculations with the replica-exchange umbrella sampling 

technique. We also analyze the results of the combined QM/MM and MD simulations 

aiming to model transient kinetic studies in several important proteins including 

aspartoacylase and guanosine triphosphate hydrolyzing enzymes [2]. One of the goals of 

these studies is to predict action of polymorphic variants of the most important human 

enzymes. Simulations of the fluorescent proteins [3] constitute another important direction 

of our studies using the QM/MM and MD approaches. We discuss novel results clarifying 

molecular mechanisms of chromophore formation and decomposition in the green 

fluorescent protein.     

Support from the Russian Science Foundation (project 14-13-00124) is acknowledged,  

 

 

 

       [1]  E. D. Kots, M. G. Khrenova, S. V. Lushchekina, S. D. Varfolomeev,  

              B. L. Grigorenko, A. V. Nemukhin, J. Phys. Chem. B 120, 4221 (2016). 

       [2] M. Khrenova, B. Grigorenko, A. Kolomeisky, A. Nemukhin, J. Phys. Chem. B  

            119, 12838 (2015). 

       [3] A. Acharya, A. M. Bogdanov, K. B. Bravaya, B. L. Grigorenko, A. V. Nemukhin,  

             K. A. Lukyanov, A. I. Krylov, Chem. Rev. 117, 758 (2017).  
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Quantum dynamical and semiclassical calculations on chemical reactions with 
application to decomposition of nerve agents 
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This lecture will describe research in our group on linking quantum dynamics and quantum 

chemistry methods to predict the kinetics and dynamics of reactions of polyatomic molecules from 

first principles. A reduced dimensionality (RD) approach is used that combines accurate quantum 

chemistry calculations of a small number of key points on the potential energy surface with a 

quantum-dynamical treatment of the bonds being broken and formed in a chemical reaction [1].   

 

The quantum dynamics calculations of rate constants have been used to test the accuracy of a 

reduced-dimensional form of semiclassical transition state theory (SCTST) [2] for several 

hydrogen abstraction and exchange reactions such as H+cyclopropane and CH3+CH4. The results 

suggest that the RD SCTST should be a reliable and computationally inexpensive method for 

predicting the rate constants of polyatomic reactions from first principles [3]. 

 

The RD SCTST method is applied to calculate the decomposition rate for the nerve agent sarin 

which undergoes a unimolecular hydrogen transfer reaction. Excellent agreement with experiment 

is obtained.  

 

 

[1] X. Shan and D. C. Clary, J. Phys. Chem. A. 118, 10134 (2014).  

 

[2] W. H. Miller, R. Hernandez, N. C. Handy, D. Jayatilaka and A. Willetts, Chem. Phys. Lett. 

172, 62 (1990). 

 

[3] S. M. Greene, X. Shan and  D. C. Clary, J. Chem. Phys., 144, 084113 (2016). 
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High-dimensional quantum dynamics of functional organic polymer 
materials: Coherence, localization, and (dis)order 

 

Irene Burghardt1, Matthias Polkehn1, Robert Binder1, Hiroyuki Tamura2 

1
Institute for Physical and Theoretical Chemistry,Goethe University Frankfurt, 

Max-von-Laue-Str. 7, 60438 Frankfurt, Germany 
2
Department of Chemical System Engineering, School of Engineering, 

The University of Tokyo, Tokyo 113-8656, Japan 

 

 

This talk addresses quantum dynamical studies of ultrafast photo-induced exciton 

migration and dissociation in functional organic materials, in view of understanding the 

intricate interplay of electronic delocalization, coherent nonadiabatic dynamics, and 

trapping phenomena. Our approach combines first-principles parametrized Hamiltonians, 

based on TDDFT and/or high-level electronic structure calculations, with accurate 

quantum dynamics simulations using the Multi-Configuration Time-Dependent Hartree 

(MCTDH) method and its hierarchical multi-layer (ML-MCTDH) variant [1], as well as 

mixed quantum-classical techniques. The talk will specifically focus on (i) exciton 

dissociation and free carrier generation in donor-acceptor materials [2], including highly 

ordered oligothiophene-perylene diimide assemblies [3,4] (ii) exciton multiplication in 

acene materials [5] and (iii) the elementary mechanism of exciton migration and creation 

of charge-transfer excitons in polythiophene and poly-(p-phenylene vinylene) type 

materials [6]. Special emphasis is placed on the influence of structural (dis)order and 

molecular packing, which can act as a determining factor in transfer efficiencies. Against 

this background, we will comment on the role of temporal and spatial coherence along 

with a consistent description of the transition to a classical-statistical regime. 

 

[1] G. A. Worth, H.-D. Meyer, H. Köppel, L. S. Cederbaum, and I. Burghardt, Int. Rev. 

Phys. Chem. 27, 569 (2008), H. Wang, J. Phys. Chem. A 119, 7951 (2015). 

[2] M. Huix-Rotllant, H. Tamura, and I. Burghardt, J. Phys. Chem. Lett. 6, 1702 (2015). 

[3] M. Polkehn, H. Tamura, P. Eisenbrandt, S. Haacke, S. Méry, and I. Burghardt, J. Phys. 

Chem. Lett. 7, 1327 (2016). 

[4] L. Li, P. Eisenbrandt, T. Roland, M. Polkehn, P.-O. Schwartz, K. Bruchlos, B. 

Omiecienski, S. Ludwigs, N. Leclerc, E. Zaborova, J. Léonard, S. Méry, I. Burghardt, and 

S. Haacke, Phys. Chem. Chem. Phys. 18, 18536 (2016).  

[5] H. Tamura, M. Huix-Rotllant, I. Burghardt, Y. Olivier, and D. Beljonne, Phys. Rev. 

Lett. 115, 107401 (2015). 

[6] R. Binder, M. Polkehn, T. Ma, and I. Burghardt, Chem. Phys. 482, 16 (2017). 
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Light-induced nonadiabatic dynamics: From isolated molecules to molecular 

assemblies and light-harvesting nanostructures 
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Emil-Fischer-Str. 42, D-97074 Würzburg, Germany  

 

 

The combination of mixed quantum-classical dynamics with efficient electronic structure 

methods was developed in order to simulate light-induced processes in complex molecules, 

multichromophoric aggregates and metallic nanostructures. We will demonstrate how the 

combination of nonadiabatic dynamics with experimental pump-probe techniques such as 

time-resolved photoelectron imaging (TRPEI) allows to fully resolve the mechanism of 

excited state relaxation through conical intersections in several prototype organic- and 

biomolecules. 

Currently there is growing evidence that nonadiabatic relaxation processes also play a 

fundamental role in determining the efficiency of excitonic transfer or charge injection in 

multichromophoric assemblies. Since such systems are currently out of the reach of the 

state-of-the-art quantum chemistry a development of even more efficient quantum 

chemical approaches is necessary in order to describe the excited state dynamics in such 

assemblies. For this purpose we have recently developed long-range corrected time-

dependent density functional tight binding (LC-TDDFTB) nonadiabatic dynamics and 

have applied it in order to simulate exciton relaxation and energy transfer dynamics in 

complex systems. The applications of the method to the investigation of the optical 

properties and dynamics in multichromophoric assemblies including stacked pi-conjugated 

organic chromophores, model molecular crystals as well as self-organized dye aggregates 

will be presented. Finally, we will address exciton transport dynamics coupled with the 

light propagation in hybrid exciton-plasmon nanostructures, which represent promising 

materials fort the development of novel light-harvesting systems. 
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New strategies for non-adiabatic dynamics with trajectories

I. Tavernelli1, F. Agostini2, S. K. Min3, E. K. U. Gross4

1IBM Research - Zurich, 8803 Rüschlikon, Säumerstrasse 4, Switzerland
2Department of Chemical Physics, University of Paris-Sud, Paris

3Department of Chemistry, UNIST, Ulsan 689-798, Korea
4Max Planck Institute of Microstructure Physics, Weinberg 2, 06120 Halle, Germany

Initially restricted to a single adiabatic state, DFT-based molecular dynamics was recently ex-

tended to the non-adiabatic regime becoming an important tool for the study of photophysical

and photochemical processes. Among the most commonly used trajectory-based non-adiabatic

MD (NAMD) schemes are Ehrenfest dynamics and Tully’s fewest switching surface hopping

(FSSH). Despite their enormous impact in the quantum chemistry community, these methods

suffer from many limitations e.g., the impossibility to describe wavepacket branching in Ehren-

fest dynamics and the presence of over-coherence in FSSH. These failures are mainly associated

to the approximate character of these approaches, which can hardly be improved due to the lack

of a solid theoretical background.

To overcome these limitations, several alternative trajectory-based methods have been devel-

oped, which all share the common feature of being derived from a well defined mixed quantum-

classical limit of the underlying exact time-dependent Schrödinger equation. Among others,

there are multiple spawning [1], Bohmian dynamics [2], exact factorization [3] and the condi-

tional wavefunction approaches.

In this talk, I will present some novel and promising trajectory-based NAMD schemes derived

from different rigorous mixed quantum-classical limits of the exact coupled electrons-nuclei

quantum dynamics [4]. In particular, I will describe the derivation and the implementation of

two approaches based on the exact factorization theorem and Bohmian dynamics, respectively.

Their advantages and disadvantages with respect to classical FSSH will also be discussed. These

methods will then be applied (with suited approximations) to the study of the ultrafast electron

and nuclear dynamics in several molecular systems in the gas and condensed phases.

[1] M. Ben-Nun, J. Quenneville , and T. J. Martínez, J. Phys. Chem. A 104, 5161–5175

(2000).

[2] B.F.E. Curchod, I. Tavernelli, J. Chem. Phys. 138, 184112 (2013); I. Tavernelli, Phys.

Rev. A, 87, 042501 (2013).

[3] A. Abedi, F. Agostini, E.K.U. Gross, Europhysics Letters 106, 33001 (2014).

[4] S.K. Min, F. Agostini, I. Tavernelli, E. K. U. Gross, J. Phys. Chem. Lett., accepted.
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Quantum dynamics simulations of photo-excited molecules using the MCTDH

method

Graham Worth1

1School of Chemistry, University College London, WC1H 0AJ, U.K.

The direct solution of the time-dependent Schrödinger equation has become an essential tool

for the theoretical study of fundamental molecular processes. Traditionally, numerically ex-

act solutions scale exponentially with system size, but the Multi-configuration time-dependent

Hartree (MCTDH) method [2] provides a powerful quantum dynamics algorithm able to treat

polyatomic molecules. This is particularly useful in the study of photochemistry where non-

adiabatic effects can couple the motion of the electrons and nuclei and a full quantum treatment

is required. Simulation of spectra can be used to benchmark excited-state calculations and pro-

vide an interpretation of the states involved. The population dynamics can then be followed to

give timescales and pathways for relaxation dynamics.

A big problem is how to obtain potential energy surfaces for the coupled manifold of states of

excited polyatomic molecules. Much success to date has been had with the vibronic coupling

model Hamiltonian [3]. Examples are pyrrole [4], where simulations provided a new interpreta-

tion of the absorption spectrum and benzene [5], where a ultrafast intersystem crossing has been

shown to be a possible pathway. Recent work aims to extend the utility and flexibility of quan-

tum dynamics simulations by calculating the potential surfaces on-the-fly using a variational

Gaussian wavepacket basis [6].

[1] R. P. Feynman, Phys. Rev. 56, 340 (1939).

[2] M. Beck, A. Jäckle, G. Worth and H.-D. Meyer, Phys. Rep. 324, 1 (2000).

[3] G. A. Worth, H.-D. Meyer, H. Köppel, L. S. Cederbaum and I. Burghardt, Int. Rev. Phys.

Chem. 27, 569 (2008).

[4] S. Neville and G. A. Worth, J. Chem. Phys. 140, 034317 (2014).

[5] T. J. Penfold, R. Spesyvtsev, O. Kirkby, R. S. Minns, D. Parker, H. H. F. Fielding and

G. A. Worth, J. Chem. Phys. 137, 204310 (2012).

[6] G. W. Richings, I. Polyak, K. E. Spinlove, G. A. Worth, I. Burghardt and B. Lasorne,

Int. Rev. Phys. Chem. 34, 269 (2015).
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TADF efficiencies in coinage-metal coordination complexes

and metal-free donor–acceptor systems

Christel M. Marian1, Jelena Föller1, Igor Lyskov1

1Institute of Theoretical and Computaional Chemistry, Heinrich-Heine-University Düsseldorf,

Universitätsstraße 1, 40225 Düsseldorf, Germany

Insight into the factors that determine the probability of thermally activated delayed fluorescence

(TADF) is a key step toward the design and optimization of third-generation OLED emitters.

Despite intensive research on this topic in the last

years, a consistent rationalization of TADF is still

missing. A small singlet-triplet energy splitting

∆EST of the electronically excited emitter states is

considered to be a key parameter for efficient TADF.

Charge-transfer (CT) states of many coinage-metal

coordination complexes and metal-free donor–

acceptor systems fulfill this requirement. However,

as will be outlined in this talk, a small ∆EST alone is not sufficient for TADF to take place.

The marginal overlap of the transition orbital densities that causes the exchange interaction and

hence ∆EST to be small leads to nearly vanishing electronic spin–orbit couplings (SOC) between

the S1 and T1 states and to low S1 →S0 fluorescence rates.[1] In many TADF emitters, vibronic

coupling of the CT states to nearby locally excited (LE) states plays a central role. For exam-

ple, T1 {S1 reverse intersystem crossing (RISC) in the assistant dopants ACRXTN [2] and

ACRSA [3] is enhanced through vibronic spin–orbit coupling to LE 3(ππ∗) and 3(nπ∗) states of

the acceptor moiety. In other compounds, such as the famous 4CzIPN emitter, torsional motions

of the substituents are decisive. Phosphorescence and TADF are often competitive channels in

metal-to-ligand charge-transfer (MLCT) states of Cu(I) coordination complexes.[4,5] In this

talk, methods for determining spin-dependent excited-state properties of donor–acceptor sys-

tems and their application to some typical TADF emitters will be presented.

[1] C. M. Marian, J. Föller, M. Kleinschmidt, M. Etinski, Intersystem Crossing Processes in

TADF Emitters. In: Yersin (Ed.), Highly Efficient OLEDs, Materials Based on Thermally

Activated Delayed Fluorescence. Wiley-VCH ISBN: 978-3-527-33900-6 (2018).

[2] C. M. Marian, J. Phys. Chem. C 120, 3715 (2016).

[3] I. Lyskov, C. M. Marian, J. Phys. Chem. C, submitted (2017).

[4] J. Föller, M. Kleinschmidt, C. M. Marian, Inorg. Chem., 55, 7508 (2016).

[5] A. Liske, L. Wallbaum, J. Föller, M. Gernert, C. Ganter, C. M. Marian, A. Steffen,

Chem. Eur. J., submitted (2017).
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With the aim of providing a simple but realistic description of excited state properties and 

evolution of molecular systems in gas and condensed phases, we report here examples of 

application of recently developed density based indexes for the description of excited 

states. 

In particular, the possibility of using density based descriptors both to quantify the extent 

and magnitude of transferred charge associated to a charge transfer (CT) excitation and to 

describe excited state reactions and interconversions will be illustrated.  

Special emphasis will be devoted to the possibility of providing a realistic description of 

the environmental effects (ex. solvent, absorption on a surface, encapsulation, molecular 

crystals) on the overall photophysical properties of these systems by the means of 

theoretical methods ranging from continuum polarisable models for solvent,  cluster 

approaches, QM/QM’ to fully periodic calculations.  

A recently developed protocol allowing to efficiently model the effect of the environment 

(crystalline or amorphous) in a computationally affordable way will be used to disclose the 

origin of mechanochromism in organic molecular crystals. This work has received funding 

from the European Research Council (ERC) under the European Union’s Horizon 2020 

research and innovation programme (grant agreement No 648558, Project STRIGES). 
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       The mechanism of chemical reactions can be studied by calculating structures of 

reaction intermediate (IM) and transition state (TS) along reaction paths. Structures of 

minimum energy seam of crossing (MESX) and minimum energy conical intersection 

(MECI) have also been calculated as critical points along paths of nonadiabatic transition. 

Therefore, finding IMs, TSs, MESXs, and MECIs has great significance in computational 

chemistry. The geometry optimization is a powerful tool to obtain a structure of these 

critical points, starting from a given initial guess. 

       In this study, toward more systematic study and prediction, we have developed an 

automated method for searching of these structures [1,2]. The method, termed artificial 

force induced reaction (AFIR) method, has been applied most extensively to organic 

reactions including organo and organometallic catalysis [3]. Complicated reaction path 

networks generated by the AFIR method are analyzed by a kinetic approach developed in 

our group [4]. The AFIR method can be applied not only to the electronic ground state but 

also to PESs of electronic excited states and their crossings. Therefore, photoreactions 

have been one of important application targets [5]. In addition, recent developments that 

enables its applications to crystal structure exploration with periodic boundary conditions 

[6] and to enzyme with the QM/MM-ONIOM method [7] should also be mentioned. In my 

talk, these developments and some representative applications will be showcased. 

 

       [1]  S. Maeda, K. Ohno, K. Morokuma, Phys. Chem. Chem. Phys. 15, 3683 (2013). 

       [2]  S. Maeda, Y. Harabuchi, M. Takagi, T. Taketsugu, K. Morokuma, Chem. Rec. 16, 

2232 (2016). 

       [3]  W. M. C. Sameera, S. Maeda, K. Morokuma, Acc. Chem. Res. 49, 763 (2016). 

       [4] Y. Sumiya, Y. Nagahata, T. Komatsuzaki, T. Taketsugu, S. Maeda, J. Phys. Chem. 

A 119, 11641 (2015). 

       [5]  K. Saita, Y. Harabuchi, T. Taketsugu, O. Ishitani, S. Maeda, Phys. Chem. Chem. 

Phys. 18, 17557 (2016). 

       [6]  M. Takagi, T. Taketsugu, H. Kino, Y. Tateyama, K. Terakura, S. Maeda, Phys. 

Rev. B 95, 184110 (2017) 

       [7]  K. Suzuki, K. Morokuma, S. Maeda, J. Comput. Chem. (in press). 
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ABSTRACT	

	

The	 motion	 of	 electrons	 and	 nuclei	 in	 photochemical	 events	 often	 involve	 conical	

intersections,	 degeneracies	 between	 electronic	 states.	 They	 serve	 as	 funnels	 for	 nuclear	

relaxation—on	the	femtosecond	scale—in	processes	where	the	electrons	and	nuclei	couple	

nonadiabatically.	Accurate	ab	initio	quantum	chemical	models	are	essential	for	interpreting	

experimental	measurements	of	such	phenomena.	We	have	recently	resolved	a	long-standing	

problem	 in	 coupled	 cluster	 theory
1,2
,	 presenting	 the	 first	 formulation	 of	 the	 theory	 that	

correctly	 describes	 conical	 intersections	 between	 excited	 electronic	 states	 of	 the	 same	

symmetry.	 This	 new	 development	 demonstrates	 that	 the	 highly	 accurate	 coupled	 cluster	

theory	 can	 be	 applied	 to	 describe	 dynamics	 on	 excited	 electronic	 states	 involving	 conical	

intersections.		

	

*
henrik.koch@ntnu.no	

	

1.	“Crossing	conditions	in	coupled	cluster	theory”,	Eirik	F.	Kjønstad,	Rolf	H.	Myhre,	Todd	J.	Martinez	and	Henrik	

Koch	(submitted	-	https://arxiv.org/abs/1708.01252)	

2.	 “Resolving	 the	notorious	 case	of	 conical	 intersections	 for	 coupled	 cluster	dynamics”,	 Eirik	 F.	Kjønstad	and	

Henrik	Koch	(submitted	-	https://arxiv.org/abs/1708.01269)	
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Semiempirical quantum chemistry: Methodology and excited-state dynamics 
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Semiempirical quantum-chemical methods are well-established tools for computational 

studies of large molecules [1]. Methods with explicit orthogonalization corrections (OM1, 

OM2, OM3) offer better overall accuracy in standard statistical evaluations of ground-state 

properties as well as qualitative improvements for hydrogen bonding and conformational 

properties [2,3]. OMx-based studies of electronically excited states employ a general 

implementation of the GUGACI approach in a semiempirical framework which provides 

analytic gradients and nonadiabatic couplings. Comparisons with high-level ab initio 

benchmark data show that OMx/MRCI methods describe electronically excited states 

reasonably well [4]. They can thus be used in mixed quantum-classical dynamics to 

investigate fast nonradiative relaxation processes after photoexcitation [1,5].  

 

The lecture will address the theoretical background of the OMx methods and report on 

recent comprehensive benchmarks and unpublished methodological enhancements. In 

addition, it will present selected OM2/MRCI studies of surface-hopping excited-state 

dynamics; recent examples include simulations on light-driven rotary molecular motors 

[6], GFP chromophores [7], arylazopyrazole photoswitches [8], and tetraphenylethene 

derivatives [9]. 

   

 

[1]  W. Thiel, WIREs Comp. Mol. Sci. 4, 145-157 (2014). 

[2] P. O. Dral, X. Wu, L. Spörkel, A. Koslowski, W. Weber, R. Steiger, M. Scholten, W. 

Thiel, J. Chem. Theory Comput. 12, 1082-1097 (2016). 

[3] P. O. Dral, X. Wu, L. Spörkel, A. Koslowski, W. Thiel, J. Chem. Theory Comput. 12, 

1097-1120 (2016). 

[4] D. Tuna, Y. Lu, A. Koslowski, W. Thiel, J. Chem. Theory Comput. 12, 4400-4422 

(2016). 

[5] L. Spörkel, W. Thiel, J. Chem. Phys. 144, 194108 (2016). 

[6] A. Nikiforov, J. A. Gamez, W. Thiel, M. Filatov, J. Chem. Phys. Lett. 7, 105-110 

(2016). 

[7] X.-Y. Liu, X.-P. Chang, S.-H. Xia, G. Cui, W. Thiel, J. Chem. Theory Comput. 12, 

753-764 (2016). 

[8] Y.-T. Wang, X.-Y. Liu, G. Cui, W.-H. Fang, W. Thiel, Angew. Chem. Int. Ed. 55, 

14009-14013 (2016). 

[9] Y.-J. Gao, X.-P. Chang, X.-Y. Liu, Q.-S. Li, G. Cui, W. Thiel, J. Phys. Chem. A 121, 

2572-2579 (2017). 
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Applications of the Extended Tight Binding Method (GFN-xTB)

Stefan Grimme1

1Mulliken Center for Theoretical Chemistry, Institute for Physical and Theoretical Chemistry,

University of Bonn, Beringstraße 4, 53115 Bonn, Germany

The computational treatment of large molecular systems in a multi-level scheme requires a quan-

tum chemistry method which is able to provide good structures, vibratioal frequencies as well as

reasonable non-covalent interactions for more or less arbitrarily composed systems. We recently

developed a special purpose self-consistent density functional TB scheme covering all spd-block

elements and the lanthanides up to Z=86[1]. Key features of the Hamiltonian are the use of par-

tially polarized Gaussian type orbitals, a double-zeta orbital basis for hydrogen, atomic-shell

charges, diagonal third-order charge fluctuations, coordination number-dependent energy lev-

els, a non-covalent halogen-bond potential, and the well established D3 dispersion correction.

Application of this method to various problems in chemistry will be shown like optimization of

large supramolecular systems, computation of electron ionization mass spectra[2], automated

search for protomers[3], computation of the fractional orbital density for metallo-proteins[4],

and conformation search for the automatic prediction of NMR spectra.

[1] S. Grimme, C. Bannwarth, P. Shushkov, J. Chem. Theory Comput. 13, 1989 (2017).

[2] V. Asgeirsson, C. A. Bauer, S. Grimme, Chem. Sci. DOI:10.1039/C7SC00601B.

[3] P. Pracht, C. A. Bauer, S. Grimme, J. Comput. Chem. submitted.

[4] C. A. Bauer, A. Hansen, S. Grimme Chem. Eur. J. 23, 6150 (2017).
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Molecular dynamics simulations rely on computational efficient energy functions, 

denoted force fields. As simulation times become longer, the accuracy of the force field 

may become the limiting factor. Production type force fields for biomolecular simulations 

rely on harmonic energy functions for the stretch and bend energy terms, a low-order 

Fourier expansion for the torsional energy and a combination of a Lennard-Jones and a 

Coulomb expression for the non-bonded interactions. The latter is often modelled by 

fixed atomic charges, but can be improved by higher order atomic multipoles and 

including polarization. We will present analyses and results for how to improve the 

description of the non-bonded interaction energies in a systematic fashion based on ab 

initio calculations [1-4]. 

 

 

       [1]  S. Jakobsen, F. Jensen, J. Chem. Theory Comp. 10, 5493 (2014) 

       [2]  S. Jakobsen, F. Jensen, J. Chem. Theory Comp. 12, 1824, 2999 (2016) 

       [3]  E. Sedghamiz, B. Nagy, F. Jensen, submitted 

       [4]  P. P. Poier, F. Jensen, in preparation 
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Computational microscopy of (bio)molecular processes 

	

Siewert J. Marrink
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1
GBB Institute, University of Groningen, The Netherlands. 	

 

	

Computational ‘microscopy’ refers to the use of computational resources to simulate the 

dynamics of a molecular system, providing a spatio-temporal resolution that is unmatched 

by experimental microscopy methods [1]. Recent advances in coarse-grain modeling and 

multiscale methods [2] allow us to zoom out from individual atoms and molecules to 

supramolecular aggregates that contain tens of millions of particles and capture the 

complexity of realistic systems.  

 

In this lecture I will describe the state-of-the-art of modelling (bio)molecular processes 

with the coarse-grain Martini model developed in our lab [3]. I will illustrate the power of 

the model by providing a few in-depth 

examples of large-scale simulations, 

including the formation of respiratory 

chain supercomplexes in mitochondrial 

membranes [4], the exchange of electron 

carriers in photosystems [5], and the 

formation of bulk heterojunction 

morphologies underlying organic solar 

cells [6]. 

 

 

	[1] H.I. Ingólfsson, C. Arnarez, X. Periole, S.J. Marrink. J. Cell Science, 129, 257 (2016). 

[2] H.I. Ingólfsson, C.A. Lopez, J.J. Uusitalo, D.H. de Jong, S. Gopal, X. Periole, S.J. 

Marrink. WIREs Comput. Mol. Sci., 4, 225 (2014). 

[3] S.J. Marrink, D.P. Tieleman. Chem. Soc. Rev., 42, 6801 (2013). 

[4] C. Arnarez, S.J. Marrink, X. Periole. Chem. Sci., 7, 4435 (2016). 

[5] F.J. van Eerden, M.N. Melo, P.W.J.M. Frederix, X. Periole, S.J. Marrink. Nature 

Commun. 8, 15214 (2017). 

[6] R. Alessandri, J.J. Uusitalo, A.H. de Vries, R.W.A. Havenith, S.J. Marrink. J. Amer. 

Chem. Soc., 139, 3697 (2017). 
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Using Semiempirical Methods for Fast and Automated Predictions. 
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I’ll talk about how semiempirical methods can be used to predict molecular properties such 

as pKa values and barrier heights and how to make such methods accessible to non-

experts. 	
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We will present several developments in the FCIQMC methodology, 
including a time-dependent generalization of the method, which 
allows the calculation of excitation spectra of ab initio 
Hamiltonians. We demonstrate the methodology to atomic and 
molecular systems, as well as to the calculation of (real-
frequency) Green's functions of Hubbard models. Regarding recent 
applications, we will show results of large-scale CASSCF 
calculations on the spin energetics of Fe(II) porphyrins, and as 
well to cuprate systems, analyzing the results in  
terms of dynamical screening of on-site (Hubbard-like) repulsion 
through appropriate excitation channels.  
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Multi-state effective Hamiltonian and size-consistency corrections for stochastic

configuration interactions

Seiichiro Ten-no

Graduate School of Science, Technology, and Innovation, Kobe University, Rokkodai-cho,

Nada-ku, Kobe 657-8501, Japan

tenno@garnet.kobe-u.ac.jp

Model space quantum Monte Carlo (MSQMC) [1] is a stochastic approach to determine the

effective Hamiltonian by sampling the contribution of Slater determinants outside the model

space, facilitating the calculation of excited electronic states with quasi-degeneracy in a very

large Hilbert space. We implemented massively parallel MSQMC by distributing walkers and

model space determinants [2] within the framework of energy independent partitioning (EDP)

of Lödwin, in which states in the vicinity of the target energy converges to the exact solutions.

More recently, we have introduced a multi-state formalism [4] within MSQMC, which allows

us to simultaneously obtain several roots in the effective Hamiltonian avoiding intruder states.

This formalism is closely related to the dual partitioning [3], in which the efficiency of MSQMC

is improved dramatically. We further introduce a new sampling criterion suitable for a series

of size-consistency corrections including stochastic CEPA-type, a posteriori, and perturbative

corrections [4].

[1] S. Ten-no, J. Chem. Phys. 138, 164126 (2013).

[2] Y. Ohtsuka and S. Ten-no, J. Chem. Phys. 143, 214107 (2015).

[3] S. Ten-no, arXiv1512.03505.

[4] S. Ten-no, to appear (2017).
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Stochastic Orbitals for Electronic Structure and Quantum Chemistry

Roi Baer1

1Fritz Haber Center, Institute of Chemistry, The Hebrew University of Jerusalem, Jerusalem

91904, Israel

An ab initio Langevin dynamics approach is developed based on stochastic density functional

theory (sDFT) within a new embedded saturated fragment formalism, applicable to covalently

bonded systems. The forces on the nuclei generated by sDFT contain a random component

natural to Langevin dynamics and its standard deviation is used to estimate the friction term on

each atom by satisfying the fluctuation–dissipation relation. The overall approach scales linearly

with system size even if the density matrix is not local and is thus applicable to ordered as well

as disordered extended systems. We implement the approach for a series of silicon nanocrystals

(NCs) of varying size with a diameter of up to 3nm corresponding to Ne = 3000 electrons and

generate a set of configurations that are distributed canonically at a fixed temperature, ranging

from cryogenic to room temperature. We also analyze the structure properties of the NCs and

discuss the reconstruction of the surface geometry. The method is extended to periodic boundary

conditions and is shown higly efficient for studying warm dense matter. We show that the

pressure-density and bulk moduls can be determined for WDM silicon. A transition from elastic

to plastic material is described.

[1] Roi Baer, Daniel Neuhauser, and Eran Rabani. Self-averaging stochastic kohn-sham

density-functional theory. Phys. Rev. Lett., 111:106402, Sep 2013.

[2] Eitam Arnon, Eran Rabani, Daniel Neuhauser, and Roi Baer. Equilibrium configurations of

large nanostructures using embedded-fragment stochastic density functional theory. arXiv

preprint, arXiv:1702.02714, 2017.

[3] Yael Cytter, Eran Rabani, Daniel Neuhauser, and Roi Baer. Orbital-less Kohn Sham

method for warm dense matter in preparation.

[4] Daniel Neuhauser, Yi Gao, Christopher Arntsen, Cyrus Karshenas, Eran Rabani, and Roi

Baer. Breaking the theoretical scaling limit for predicting quasiparticle energies: The

stochastic g w approach. Phys. Rev. Lett., 113(7):076402, 2014.

[5] Yi Gao, Daniel Neuhauser, Roi Baer, and Eran Rabani. Sublinear scaling for time-

dependent stochastic density functional theory. J. Chem. Phys., 142(3):034106, 2015.

[6] Daniel Neuhauser, Eran Rabani, Yael Cytter, and Roi Baer. Stochastic optimally tuned

range-separated hybrid density functional theory. J. Phys. Chem. A, 120(19):3071–3078,

2015.
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A New Formulation of Quantum Mechanics using Complex Trajectories:  

Application to Nonadiabatic Transitions and Optical Excitation 

 

Werner Koch and David J. Tannor 

Department of Chemical Physics, Weizmann Institute of Science, Rehovot, Israel 

 

Several years ago, we developed a formulation of the time-dependent Schrodinger equation (TDSE) using 

complex-valued classical trajectories.  The method has a number of appealing features: 1) it has a simple 

and rigorous derivation from the TDSE with a precisely formulated approximation; 2) it treats classically 

allowed and classically forbidden processes on the same footing; 3) it allows the introduction of arbitrary 

time-dependent external fields into the dynamics seamlessly and rigorously. This talk will have three 

parts: 1) a review of the method and previous applications, including to barrier transmission, bound state 

dynamics and nonadiabatic dynamics; 2) two new methodological advances that open the door to 

multidimensional systems and long time dynamics, respectively; 3) applications made possible by these 

new advances, including long time wavepacket revivals and preliminary results on strong field attosecond 

tunneling ionization. 

 

 

[1] Y. Goldfarb, I. Degani and D.J. Tannor, J. Chem. Phys. 125, 231103 (2006). 

[2] N. Zamstein and D. J. Tannor, J. Chem. Phys. 137, 22A517-8 (2012). 

[3] N. Zamstein and D. J. Tannor, J. Chem. Phys. 140, 041105 (2014). 

[4] W. Koch and D. J. Tannor, Chem. Phys. Lett. 683, 306 (2017). 
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Dispersion in Intermolecular Interactions 

 

Mark S. Gordon, Emilie Guidez, Peng Xu 
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Dispersion plays a key role in a broad range of intermolecular interactions. Most 

dispersion formulations rely on empirically fitted parameters. In contrast, the effective 

fragment potential (EFP) treats dispersion via a series of first principles derivations that 

are based on frequency-dependent multipoles. This talk will discuss implementations of 

the EFP dispersion terms, the use of the EFP dispersion as a correction to computational 

methods that do not themselves include dispersion, and a consideration of the importance 

of three-body dispersion interactions. 
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Photostability and Photodamage in DNA Building Blocks 
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Photoexcited DNA, as well as its constituting nucleobases, decay non-radiatively 
very efficiently thereby dissipating the excess of electronic energy to the ground state and 
avoiding detrimental excited state reactions. This so-called photostability is contrasted 
with the existence of long-lived singlet and triplet states in different purine and pyrimidine 
derivatives, which can lead to cytotoxicity. In this presentation, the efforts of our group in 
disentangling the deactivation pathways of nucleobases and particular nucleobases 
analogues will be presented [1]. Furthermore, the mechanism of one of the most common 
DNA photolesions, the thymine-thymine dimerization will be exposed [2]. A common 
methodology employed in all investigated systems is our surface-hoping molecular 
dynamics code including non-adiabatic and spin-orbit couplings [3]. 

    
[1] S. Mai, N. Dunn, L. Martínez-Fernández, M. Pollum, P. Marquetand, I. Corral, C. 
Crespo-Hernández, L. González, Nat. Commun. 7, 13077, (2016) 
[2] C. Rauer, J. J. Nogueira, P. Marquetand, L. González, J. Am. Chem. Soc. 138, 15911, 
(2016)  
[3] M. Richter, P. Marquetand, J. González-Vázquez, I. Sola, L. González, J. Chem. 

Theory Comput. 7, 1253 (2011). 
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Non-Adabatic Chemiluminescent Dynamics of the Methyl-Substituted 1,2-

Dioxetanes

Morgane Vacher1 , Ignacio F. Galvan1 , Anders Brakestad1 , Hans O. Karlsson1

, Roland Lindh1

1Dept. of Chemistry - Ångström, Uppsala University, Lägerhyddvägen 1,Uppsala, Sweden

That the origin of chemi- and bioluminescence is a non-adiabatic process originating from

the  breakage  of  a  peroxide  bond  is  well  understood.  However,  some  details  in  the
mechanisms of chemi- and bioluminescence are not well understood. In this lecture we

will  unravel  one  of  these  lesser  understood  experimental  observations.  That  is,  the
intriguing  and  dramatic  increase  -  0.003  to  0.35  -  of  the  quantum  yield  of  the

phosphorescence for the series of 1,2-dioxetane molecules substituted going from none up
to four methyl groups. This changes of quantum yield, more than two orders of magnitude,

is studied in a series of non-adiabatic surface hopping dynamics simulations using multi-
configurational electron structure theory. The dynamics reveal how the seemingly innocent

methyl groups retards the dynamic of the fragmentation process - 1,2-dioxetane thermally
fragments  to  two formaldehyde  -  in  a  so-called  entropic  trap,  there  by  enhancing  the

interstate crossing efficiency. The lecture will initially give a brief background to the field
of chemi- and bioluminescence, followed by the details for the problem and simulations

listed above. 
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Simulation of Ultrafast Excited State Dynamics  

in Transition Metal Complexes 
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The ultrafast luminescent decay of Rhenium(I) complexes, 

representative of α-diimine photosensitizers, is interpreted by 

means of wavepacket propagations based on the 

multiconfiguration time-dependent Hartree (MCTDH) method. 

On the basis of electronic structure data obtained at the time-dependent density functional 

theory (TD-DFT) level, the luminescence decay is simulated by solving a multi-state 

multi-mode problem including both vibronic and spin-orbit coupling (SOC) up to fifteen 

vibrational modes [1]. A careful analysis of the results provides the key features of the 

mechanism of the intersystem crossing (ISC) in this class of complexes used as building 

units in light activated long-range electron transfer in modified proteins [2]. The 

intermediate signals, detected by means of fs - ps time resolved spectroscopies [3], are 

assigned to specific excited states.  

 

[1] M. Fumanal, E. Gindensperger, C. Daniel, J. Chem. Theory. Comput. 13, 1293 (2017) ; 

Y. Harabuchi, J. Eng, E. Gindensperger, T. Taketsugu, S. Maeda, C. Daniel, J. Chem. 

Theory Comput. 12, 2335 (2016); C. Gourlaouen, J. Eng, M. Otsuka, E. Gindensperger, C. 

Daniel, J. Chem. Theory Comput.  11, 99 (2015); J. Eng, C. Gourlaouen, E. Gindensperger, 

C. Daniel, Acc. Chem. Res. 48, 809 (2015). 

 

[2] A. M. Blanco-Rodríguez, M. Busby, C. Grădinaru, B. R. Crane, A. J. Di Bilio, P. 

Matousek, M. Towrie, B. S. Leigh, J. H. Richards, A. Vlček Jr., H. B. Gray, J. Am. Chem. 

Soc. 18, 4365 (2006); A. M. Blanco-Rodríguez, M. Busby, K. Ronayne, M. Towrie, C. 

Grădinaru, J. Sudhamsu, J. Sýkora, M. Hof, S. Záliš, A. J. Di Bilio, B. R. Crane, H. B. 

Gray, A. Vlček Jr.  J. Am. Chem. Soc. 131, 11788 (2009). 

[3] A. M. Blanco-Rodríguez, M. Towrie, J. Sýkora, S. Záliš, A. Vlček Jr., Inorg. Chem. 50, 

6122 (2011); A. El Nahhas, C. Consani, A.  M. Blanco-Rodríguez, K. M. Lancaster, O. 

Braem, A. Cannizzo, M. Towrie, I. P. Clark, S. Záliš, M. Chergui, A. Vlček Jr., Inorg. 

Chem. 50, 2932 (2011); A. Vlček Jr.  Top. Organomet. Chem. 29, 73 (2010)  
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Theories of SERS, TERS, Electrochemistry and  

Plasmon-Enhanced Energy Transfer 

 
George C. Schatz1 
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This talk will provide an overview of recent advances in the development of theoretical 
methods for characterizing SERS and TERS, with emphasis on electronic structure 
methods for plasmonic clusters, and including a recently developed semiempirical 
approach that enables us to determine the resonant charge transfer contribution to SERS, 
and to TERS measurements of single molecule electrochemistry.  I will also describe a 
new approach to plasmon enhanced resonant energy transfer based on quantum 
electrodynamics. 
 
The theory work begins with electronic structure methods for describing clusters of silver 
atoms with 10-200 atoms as such clusters have been demonstrated to exhibit plasmon-like 
excited states that consist of coherent superpositions of many particle-hole excitations.  
Our past work with such clusters has demonstrated (using TDDFT) that the cluster 
plasmon energies red shift with increasing cluster size, and extrapolate smoothly to 
plasmons that are well known for silver nanoparticles in the 20 nm and larger regime.  
These clusters are therefore useful for describing surface enhanced Raman spectrosocpy 
(SERS), wherein a molecule like pyridine is adsorbed on a cluster, and the Raman intensity 
of the molecule is evaluated at frequencies that are resonant with the plasmon. However 
self-interaction errors lead to charge transfer states that often have unphysically low 
energies, and this sometimes leads to unphysical features in the spectra. Recently we have 
developed improved INDO-based methods that generate the same spectral properties as 
TDDFT but the charge transfer states are physically meaningful. This has enabled us to 
generate a meaningful description of both the electromagnetic and chemical mechanisms 
of SERS and the tip-enhanced variant, TERS.  In addition, this approach can be used to 
mimic electrochemistry experiments, and we demonstrate the utility of this by showing 
how this can be applied to single-molecule electrochemistry measurements that have 
recently been reported in the Van Duyne lab at Northwestern. 
 
In another direction, we have recently developed a method for calculating the rate of 
energy transfer between donor and acceptor molecules that are in the presence of a 
complex dispersive dielectric medium that can include plasmonic nanoparticles. This 
method involves full quantum electrodynamics, but the computational effort is simply that 
of a standard classical Maxwell equation solver, such as the finite different time-domain 
method.  We demonstrate the application of this approach to plasmon-mediated energy 
transfer, where the rates can be enhanced by orders of magnitude compared to standard 
energy transfer dynamics in the absence of nanoparticles. 
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Electrochemistry and Nonadiabatic Dynamics at Metal Surfaces: 

The importance of electron-electron correlation 
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There are many unanswered questions regarding the dynamics of molecules sitting on 

metal surfaces, which can be probed either with scattering experiments (more directly) or 

with electrochemical measurements (more indirectly). Many, many, many advances will be 

required to understand these dynamics fully, including embedding theories for electronic 

structure, nonadiabatic quantum dynamics to describe the motion of nuclei, and statistical 

mechanics to describe the distribution of binding sites at the interface.  Understanding 

these dynamics will be a key challenge for the next generation of theorists.  

 

In this talk, I will highlight our recent work with the two standard techniques for treating 

nuclear motion  (electronic friction vs. surface hopping).  Even with these very simple 

methods, several interesting features emerge including:  (i) non-intuitive vibrational 

relaxation rates and  (ii) exotic friction tensors in the presence of electron-electron 

interactions.  I will introduce these phenomena and focus especially on how electron-

electron correlation affects nuclear dynamics near surfaces. 
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Many-body potentials for water and protonated water clusters and VSCF/VCI 

calculations of IR spectra 
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High-level, ab initio-based many-body potentials and dipole moment surfaces for water 

and protonated water clusters enable quantum and semi-quantum calculations of 

vibrational dynamics that would be prohibitive using “on-the-fly” approaches.  The 

development of these surfaces will be briefly reviewed and several recent applications will 

be given.  These include addressing the controversy about whether the experimental IR 

spectrum of the H9O4
+
 cluster is of the Eigen or Zundel motif and the far IR spectra of 

small water clusters.  Time permitting, applications to hydrate clathrates of several 

molecules will also be presented.	
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What molecules can reveal about fundamental interactions

Robert Berger1
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Germany

Electroweak quantum chemistry accounts for the unification of electromagnetic and (fundamen-

tal) weak interactions and thereby allows to predict tiny effects in molecules that are due to the

violation of parity (P), the symmetry with respect to spatial inversion. This symmetry violation

is a signature of the weak interaction and is predicted to lead in open-shell diatomic molecules

to a P-odd hyperfine coupling contribution that can in principle be detected in the spin-rotational

spectrum. Beyond such P-odd effects, one can also attempt to search for intriguing P,T-odd ef-

fects, with T referring to time-reversal symmetry. For instance open-shell diatomic molecules

that contain heavy nuclei are expected to strongly enhance effects of the long-sought electric

dipole moment of an electron (eEDM). This P,T-odd moment is considered as one of the most

sensitive probes for physics being at odds with the well-established standard model of particle

physics. By that token, combined theoretical and spectroscopic studies of molecular systems

have the potential to complement or even outperform traditional high-energy physics experi-

ments.

Here we discuss how such violations of fundamental symmetries can be taken into account

within a quasi-relativistic (two-component) zeroth order regular approximation approach to

electroweak quantum chemistry and highlight challenges and opportunities in the high-resolution

spectroscopy of heavy-elemental compounds. Select applications will include the molecule ra-

dium monofluoride (RaF, see [1,2]) and other promising molecular systems [3] that are predicted

to be favourable for a search of fundamental symmetry violations in general and an eEDM in

particular.

[1] T. A. Isaev, R. Berger, arXiv:1302.5682.

[2] A. D. Kudashov, A. N. Petrov, L. V. Skripnikov, N. S. Mosyagin, T. A. Isaev, R. Berger,

A. V. Titov, Phys. Rev. A 90, 052513 (2014); arXiv:1405.6391.

[3] K. Gaul, R. Berger, J. Chem. Phys. 117, 014109 (2017); arXiv:1703.06838.
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Computational Vibrational Spectroscopy: Anharmonic Algorithms and 
Determination of 3D Structures of Biomolecular Conformers 
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     Recent progress in anharmonic calculations of vibrational spectroscopy of 

macromolecules is described. New variants of the VSCF approximation are used to 

compute the vibrational spectroscopy of individual conformers of peptides, and in 

combination with high-resolution experimental data this leads to determination and 

validation of the 3D structures of the conformers. Anharmonic effects in the spectroscopy 

play a crucial role in the structure determination. A major highlight of the results in the 

determination of the structures of three conformers of the doubly hydrated decapeptide 

GramicidinS---(H2O)2. This yields important insights into peptide-water interactions. 

Another challenging structure determination is that of the structure of a conformer of a 

particular type of Enkephalin, a linear pentapeptide. 

 

     Another line of progress is the development of the CSP method for quantum vibrational 

dynamics in time of large molecules. CSP is a mean-field method as is time-independent 

VSCF, but the effective single mode potentials in CSP are approximated by classical 

dynamics. In principle, CSP can be used to compute vibrational linewidths and lineshapes. 

The usefulness of linewidth in structure determination is currently being explored. 

 

     With the above developments vibrational spectroscopy emerges as a potentially 

powerful tool for biomolecular structure determination. 
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ICD and other interatomic mechanisms. 
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How does a microscopic system like an atom or a small molecule get rid of the excess 

electronic energy it has acquired, for instance, by absorbing a photon? If this microscopic 

system is isolated, the issue has been much investigated and the answer to this question is 

more or less well known. But what happens if our system has neighbors as is usually the 

case in nature or in the laboratory? In a human society, if our stress is large, we would like 

to pass it over to our neighbors. 

Indeed, this is in brief what happens also to the sufficiently excited microscopic system. A 

new mechanism of energy transfer has been theoretically predicted and verified in several 

exciting experiments. This mechanism seems to prevail “everywhere” from the extreme 

quantum system of the He dimer to water and even to quantum dots. The transfer is 

ultrafast and typically dominates other relaxation pathways. 

Can there be interatomic/intermolecular processes in environment when the system itself 

(again, an atom or small molecule) does not possess excess energy? The answer to this 

intriguing question is yes. The possible processes are introduced and discussed. Examples 

and arguments are presented which make clear that the processes in question play a 

substantial role in nature and laboratory. 

Work on the interatomic processes discussed can be found in the Bibliography: 
http://www.pci.uni-heidelberg.de/tc/usr/icd/ICD.refbase.html 
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Theoretical molecular line lists  
for atmospheric characterizations of exoplanets 
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As part of the ExoMol project [1] we develop computational methodology to produce lists 

of spectroscopic transitions (line lists) for hot molecules. There is a major demand from 

astrophysics and elsewhere of comprehensive line lists for molecules important in the 

atmospheres of cool stars and extrasolar planets. This methodology is based on a 

combination of high level ab initio (electronic structure) calculations,  high level nuclear 

motion (variational) calculations and empirical refinement to the highly accurate 

experimental data (e.g. line positions) [2]. Over the past years there have been a rapid 

improvement in variational nuclear motion approaches to solving spectroscopic problems, 

which has been described as the fourth age of quantum chemistry [3]. The main challenge 

is that very high rotational and vibrational excitations are needed for accurate descriptions 

of high-temperature molecular spectra. This in turn requires larger basis sets and therefore 

larger Hamiltonian matrices, with associated increase of the calculation costs in terms of 

memory (both RAM and storage) and time. The ExoMol project has already produced 

more than 20 such line lists [4], which complement or even replace measured data. In this 

presentation, we will review our recent work in the field of theoretical spectroscopy of hot 

molecules, discuss our methods and present applications to different systems. We will also 

show examples of some key spectroscopic problems, which are still challenging for the 

modern ab initio spectroscopy. 

 

 

 [1] J. Tennyson and S. N. Yurchenko, Mon. Not. R. Astron. Soc. 425, 21 (2012). 

 [2] J. Tennyson and S.N. Yurchenko, Int. J. Quant. Chem. 117, 92, (2017).  

 [3] A. G. Császár, C. Fabri, T. Szidarovszky, E. Mátyus, T. Furtenbacher, and G. 

Czakó,  Phys. Chem. Chem. Phys. 14, 1085 (2012).  

 [4] J. Tennyson, S. N. Yurchenko, A. F. Al-Refaie, et al., J. Mol. Spectrosc. 327, 73 

(2016). 
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Attosecond light pulses allow one to probe the inner workings of atoms, molecules and 

surfaces on the timescale of the electronic motion. For example, in molecules, sudden 

ionization by an attosecond pulse is followed by charge redistribution on a time scale from 

a few-femtoseconds down to hundreds attoseconds, which is usually followed by 

fragmentation of the remaining molecular cation. Such complex dynamics arises from the 

coherent superposition of electronic states covered by the broadband attosecond pulse and 

from rearrangements in the electronic structure of the molecular cation due to electron 

correlation. To investigate these ultrafast processes, attosecond pump-probe and transient 

absorption spectroscopies have been shown to be very valuable tools [1-3]. In this talk I 

will present the results of molecular attosecond pump-probe experiments and theoretical 

simulations in which several molecules, from the simplest H2 one to the aminoacids 

phenylalanine and tryptophan, are ionized with a single attosecond pulse (or a train of 

attosecond pulses) and are subsequently probed by one or several infrared or xuv few-cycle 

pulses. In all cases, the evolution of the electronic and nuclear densities in the photo-

excited molecule or remaining molecular ions can be inferred from the measured (or 

calculated) ionization or fragmentation yields with attosecond time-resolution, and can be 

visualized by varying the delay between the pump and probe pulses. The results of these 

pioneering works will certainly serve as a guide of future experimental efforts in more 

complicated molecules and may open the door to the control of charge transfer in 

biologically relevant processes [3]. 

 

[1] G. Sansone et al, Nature 465, 763 (2010). 

[2] F. Calegari et al, Science 346, 336 (2014) 

[3] M. Nisoli, P. Decleva, F. Callegari, A. Palacios, and F. Martín, Chem. Rev. DOI: 

10.1021/acs.chemrev.6b00453 	
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Abstract:  

Multidimensional spectroscopy uses sequences of optical pulses to study dynamical processes in complex 

molecules through correlation plots involving several time delay periods. Extensions of these techniques   

to the x-ray regime will be discussed. Ultrafast nonlinear x-ray spectroscopy is made possible by newly 

developed free electron laser and high harmonic generation sources. The attosecond duration of X-ray 

pulses and the atomic selectivity of core X-ray excitations offer a uniquely high spatial and temporal 

resolution. We demonstrate how stimulated Raman detection of an X-ray probe may be used to monitor the 

phase and dynamics of the nonequilibrium valence electronic state wavepacket created by e.g. 

photoexcitation, photoionization and Auger processes. Conical intersections (CoIn) dominate the pathways 

and outcomes of virtually all photophysical and photochemical molecular processes. Despite extensive 

experimental and theoretical effort CoIns have not been directly observed yet and the experimental evidence 

is being inferred from fast reaction rates and some vibrational signatures. Novel ultrafast X ray probes for 

these processes will be presented. Short X-ray pulses can directly detect the passage through a CoIn with 

the adequate temporal and spectral sensitivity. The technique is based on a coherent Raman process that 

employs a composite femtosecond/attosecond X-ray pulse to directly detect the electronic coherences 

(rather than populations) that are generated as the system passes through the CoIn.   

Strong coupling of molecules to the vacuum field of micro cavities can modify the potential 

energy surfaces thereby manipulating the photophysical and photochemical reaction pathways. The 

photonic vacuum state of a localized cavity mode can be strongly mixed with the molecular degrees of 

freedom to create hybrid field-matter states known as polaritons. Simulations of the avoided crossing of 

sodium fluoride in a cavity which incorporate the quantized cavity field into the nuclear wave packet 

dynamics will be presented. Numerical results show how the branching ratio between the covalent and ionic 

dissociation channels can be strongly manipulated by the optical cavity. 
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The availability of short, intense laser pulses has opened up new frontiers in chemistry and 

physics. Attosecond laser pulses can directly explore electron dynamics, image molecular 

orbitals and probe bond making and breaking processes.  The response of molecules to 

short, intense laser pulses cannot be treated by the perturbative methods used for ordinary 

spectroscopy.  Direct simulation of the quantum dynamics is needed to understand the 

behavior of molecules under these extreme conditions.  Short, intense laser pulses in the 

optical range cause rapid ionization by barrier suppression. We have used time-dependent 

configuration interaction with an absorbing boundary to simulate the ionization of a series 

of small molecules by 7 cycle 800 nm pulses of linear and circularly polarized light with 

intensities ranging from 1.44x10
14

 W cm
-2

 to 5.05x10
14

 W cm
-2

 [1-4].  The shapes of the 

ionization yield for linearly polarized light can be understood primarily in terms of the 

nodal structure of the highest occupied orbitals [1-3].  Depending on the orbital energies, 

ionization from lower lying orbitals may also make significant contributions to the shapes.  

The shapes of the ionization yield for circularly polarized light can be readily explained in 

terms of the shapes for linearly polarized light.  Averaging the results for linear 

polarization over orientations perpendicular to the direction of propagation yields shapes 

that are in very good agreement with direct calculations of the ionization yield by 

circularly polarized light [4]. 

 

[1] Krause, P; Schlegel, H. B.; J. Phys. Chem. Lett. 2015, 6, 2140. 

[2] Krause, P; Schlegel, H. B.; J. Phys. Chem. A 2015, 119, 10212. 

[3] Liao, Q.; Li, W.; Schlegel, H. B.; Can. J. Chem. 2016, 94, 989. 

[4] Hoerner, P., Schlegel, H. B.; J. Phys. Chem. A 2017, 121, 1336. 
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Modern laser technology and ultrafast spectroscopies have pushed the timescales for detecting

and manipulating dynamical processes in molecules from the picosecond over femtosecond

domains (1 fs = 10−15 s), to the so-called attosecond regime (1 as = 10−18 s). This way, real-time

dynamics of electrons and nuclei after their photoexcitation became accessible experimentally.

On the theory side, powerful (quantum) dynamical tools have been developed to rationalize

experiments on photon-driven molecular species. In this talk, three classes of examples for light-

induced processes in molecular systems – two from “photophysics”, one from “photochemistry”

– will be presented.

In a first, “photophysical” example the creation of electron wavepackets in molecules by ul-

trashort laser pulses and their attosecond dynamics will be followed with the help of time-

dependent configuration interaction (TD-CI) methods [1]. Stochastic pulse optimization is sug-

gested as a tool to tailor non-linear responses (high harmonic signals) of small molecules such

as H2 [2]. Much bigger molecules, e.g., diamondoids will be considered in a second example,

where the vibronic finestructure in electronic absorption and emission spectra is determined

within a time-dependent correlation function approach [3]. This approach has been suggested

several decades ago by Heller and coworkers, and is now an efficient method for spectroscopy in

complex molecular systems. Also, non-radiative transitions can be treated in this way. Finally,

the step to “photochemistry” is made by considering photoswitching of azobenzene molecules

in an environment. Here, non-adiabatic molecular dynamics with surface hopping allow for de-

tailed insight into the mechanism of photoinduced trans-to-cis isomerization [4].

[1] P. Krause, T. Klamroth, P. Saalfrank, J. Chem. Phys. 127, 034107 (2007).

[2] J.B. Schönborn, T. Klamroth, P. Saalfrank, J. Chem. Phys. 144, 044301 (2016).

[3] S. Banerjee, T. Stüker, P. Saalfrank, Phys. Chem. Chem. Phys. 17, 19656 (2015).

[4] E. Titov, G. Granucci, M. Persico, J.P. Götze, P. Saalfrank, J. Phys. Chem. Lett. 7, 3591

(2016).
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Ionization energies and electron affinities are traditionally calculated either as energy 

differences between separate computations on the ion and its parent neutral, or through 

perturbative and other schemes based on a single reference state that is usually the Hartree-

Fock wavefunction of the parent. This talk will discuss the relationship between these 

approaches and the Extended Koopmans Theorem, and outline a new alternative method. 
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The highly homologous hydroxynitrile lyases (HNLs) from Manihot esculent (MeHNL) and 

Hevea brasiliensis (HbHNL) are both belong to the α/β-hydrolase superfamily, and they convert 

cyanohydrins into corresponding ketone (aldehyde) and hydrocyanic acid. Based on extensive MM 

and ab initio QM/MM MD simulations, one-dimensional and two-dimensional free energy profiles on 

the whole enzymatic catalysis by MeHNL and HbHNL have been explored, and the effects of key 

residues around the channel on the delivery of substrate and product have been discussed [1-2]. The 

residue Trp128 plays an important gate-switch role to manipulate the substrate access to the active site 

and product release. In particular, the release of acetone and HCN has been firstly detected to follow a 

stepwise mechanism. The release of HCN is quite facile, while the escaping of acetone experiences a 

barrier of ~ 10 kcal/mol. The chemical reaction is an endergonic process with the free energy barrier 

of ~ 17.1 kcal/mol, which dominates the whole enzymatic efficiency. Such energy costs can be 

compensated by the remarkable energy release during the initial substrate binding. Here the 

carbon-carbon cleavage is the rate-determined step, differing from HbHNL with the rate-limiting step 

of HCN formation. The protonation state of Lys237 also plays an important role in the carbon-carbon 

bond cleavage by restoring Ser80Ala mutant system of MeHNL into its wild system, which explains 

the discrepancy between MeHNL and HbHNL at the molecular or atomic scale. The present results 

provide a basis to understand the similarity and difference in the enzymatic catalysis by MeHNL and 

HbHNL.  
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The human genome contains 800 G-protein coupled receptors (GPCRs), that convert 

extracellular signals (proteins, peptide hormones, small molecules, light ….) into an 

intracellular action. GPCRs are the targets of approximately 40% of all marketed drugs. 

Despite their importance, the exact mechanisms of GPCR action are not fully understood. 

GPCRs can control one or more signaling pathways and GPCR-ligands may be agonists, 

antagonists, inverse or partial agonists and often show bias for one of the pathways 

controlled by the receptor. The first X-ray structure of a GPCR was published in 2000 and 

even today only approximately 40 are available. Classical (force-field) molecular-

dynamics simulations therefore play an important role in GPCR-research. 

We have used a common metadynamics protocol, in which the multiple-walker technique 

allows efficient simulations on massively parallel supercomputers, to investigate the 

mechanisms of activation of a series of GPCRs. [1]  

The simulations quite generally reveal multiple binding sites, both for natural peptide 

hormones [2] and for drug-like molecules. [3] Remarkably, binding free energies can be 

calculated with a standard error of approximately 1 kcal mol-1 for all types of ligands and 

regardless of which binding site the ligand occupies. [1] The effect (agonist, antagonist 

etc.) and the functional bias of drug-like ligands can be predicted. [4] The role of the 

intracellular binding partner (usually a G-protein or β-arrestin) is an essential component 

of activation mechanisms. [5] 

 

       [1]  N. Saleh, P. Ibrahim, G. Saladino, F. L. Gervasio and T. Clark, J. Chem. Inf. 

Model., 57, DOI: 10.1021/acs.jcim.6b00772, (2017) 

       [2] N. Saleh, E. Haensele, L. Banting, J. Sopkova-de Oliveira Santos, D. C. Whitley, 

G. Saldino, F. L. Gervasio, R. Bureau and T. Clark, Angew. Chemie Int. Ed., 55, 8008–

8012 (2016). 

       [3] L. Milanos, N. Saleh, R. C. Kling, J. Kaindl, N. Tschammer and T. Clark, Angew. 

Chemie Int. Ed., 55, 15277-15281(2016) 

       [4] N. Saleh, G. Saladino, F. L. Gervasio and T. Clark, Chem. Sci., 8, 4019-4026 
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Quantitative Atomistic Simulations for Chemical and Biological Applications
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In this talk I will give an overview of current developments in atomistic simulations to quan-

titatively investigate condensed-phase systems and phenomena. Examples include 1- and 2-

dimensional infrared spectroscopies of labels in proteins, the thermodynamics of halogenated

compounds and applications to protein stability and design, and the structural interpretation of

metastable states in proteins. Central to all these quests is the availability of flexible and accurate

intermolecular interactions to study, analyze and interpret the molecular dynamics of complex

systems in solution. Such improved intermolecular interactions and force fields can be obtained

from including multipolar interactions or from representing energies from electronic structure

calculations by reproducing kernels. The results suggest that atomistic simulations have ma-

tured to a degree which allows to use them for interpretation of state-of-the art experiments of

chemical and biological systems in the condensed phase.
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Enveloping distribution sampling (EDS) [1] allows the calculation of free-energy 

differences between multiple end states from a single simulation. A reference-state 

Hamiltonian is simulated which envelopes the Hamiltonians of the end states. The 

challenge when using EDS is the determination of optimal parameters for the reference-

state Hamiltonian. Previously, the choice of parameters for an EDS simulation with 

multiple end states was a non-trivial problem that limited the application of the 

methodology [2]. To overcome these limitations, we have generalized the replica-exchange 

EDS (RE-EDS) methodology proposed in the literature for constant-pH molecular 

dynamics (MD) simulations [3] to arbitrary systems [4,5]. By exchanging configurations 

between replicas with different parameters for the reference-state Hamiltonian, major parts 

of the problem to choose optimal parameters are circumvented. Algorithms to estimate the 

energy offsets and optimize the replica distribution have been developed. Our approach 

was tested successfully using a system consisting of nine inhibitors of phenylethanolamine 

N-methyltransferase (PNMT), which were studied previously with thermodynamic 

integration and pairwise EDS.	

 

 

 

 

    [1] C. D. Christ, W. F. van Gunsteren, J. Chem. Phys. 126, 184110 (2007). 

 [2] S. Riniker, C. D. Christ, N. Hansen, A. E. Mark, P. C. Nair, W. F. van Gunsteren, 

J. Chem. Phys. 135, 024105 (2011). 

 [3] J. Lee, B. T. Miller, A. Damjanovic, B. R. Brooks, J. Chem. Theory Comput. 10, 

2738-2750 (2014). 

 [4] D. Sidler, A. Schwaninger, S. Riniker, J. Chem. Phys. 145, 154114 (2016). 

 [5] D. Sidler, M. Cristófol-Clough, S. Riniker, J. Chem. Theory Comput., online, 

DOI: 10.1021/acs.jctc.7b00286 (2017). 
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Amphiphile	 self-assembly	 is	 an	 essential	 bottom-up	 approach	 of	 fabricating	 advanced	

functional	materials.	Self-assembled	materials	with	desired	structures	are	often	obtained	

through	 thermodynamic	 control.	 Here,	 we	 demonstrate	 that	 the	 selection	 of	 kinetic	

pathways	 can	 lead	 to	 drastically	 different	 self-assembled	 structures,	 underlining	 the	

significance	 of	 kinetic	 control	 in	 self-assembly.	 	 As	 the	 self-assembly	 process	 is	 often	

highly	 heterogeneous,	 systematic	 elucidation	 of	 the	 dominant	 kinetic	 pathways	 of	 self-

assembly	is	challenging.	Here,	based	on	mass	flow,	we	developed	a	new	method	for	the	

construction	 of	 kinetic	 network	models	 and	 applied	 it	 to	 identify	 the	 dominant	 kinetic	

pathways	 from	 large-scale	molecular	 dynamics	 simulations.	 	We	 show	 that	 two	 largely	

similar	amphiphiles,	1-[11-oxo-11-(pyren-1-ylmethoxy)-undecyl]pyridinium	bromide	(PYR)	

and	 1-(11-((5a1,8a-dihydropyren-1-yl)methylamino)-11-oxoundecyl)pyridinium	 bromide	

(PYN),	 prefer	 distinct	 kinetic	 assembly	 pathways.	 While	 PYR	 prefers	 an	 incremental	

growth	mechanism	and	forms	a	nanotube,	PYN	favors	a	hopping	growth	pathway	leading	

to	 a	 vesicle.	 Such	 preference	was	 found	 to	 originate	 from	 the	 subtle	 difference	 in	 the	

distributions	 of	 hydrophobic	 and	 hydrophilic	 groups	 in	 their	 chemical	 structures,	which	

leads	 to	 different	 rates	 of	 the	 adhesion	 process	 among	 the	 aggregating	 micelles.	 Our	

results	 are	 in	 good	 agreement	 with	 experimental	 results,	 and	 accentuate	 the	 role	 of	

kinetics	in	the	rational	design	of	amphiphile	self-assembly.	
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I will discuss new theoretical models and extended Lagrangian methods that addresses 

accuracy and tractability for using atomistic polarizable force fields and linear scaling 

AIMD. These models and their implementations are opening up new abilities for allowing 

larger scales of study for molecular simulation with more complex potential energy 

surfaces. I will highlight a recent application of polarizable models to improve the rate of 

catalysis by 50X by optimizing electric field environments. 
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Charge transfer and energy transfer processes are ubiquitous in chemistry 

and biological systems. To adequately model these reactions through atomistic 

simulations, it is useful to define charge localized electronic states. Furthermore, it 

is of interest to develop methods to represent the potential energy surfaces in 

terms of relevant diabatic states.  In this paper, I will present a block-localization 

scheme for defining diabatic states by construction (DAC). In particular, a 

multistate density functional theory (MSDFT) is described to model the ground and 

excited states of chemical and photochemical processes. 

 

 

 
 

[1] Jiali Gao, Adam Grofe, Haisheng Ren, and Peng Bao, “Beyond Kohn-

Sham Approximation: Hybrid Multistate Wave Function and Density 
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(2016).  
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“Diabatic-At-Construction (DAC) Method for Diabatic and Adiabatic 

Ground and Excited States Based on Multistate Density Functional 

Theory”, Journal of Chemical Theory and Computation, 13, 1176–1187 
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DNA. A FASCINATING MULTISCALE PROBLEM 

Modesto Orozco. IRB  Barcelona and University of Barcelona 

Dna is the paradigm of a multiscale problem. At the smallest scale, DNA needs to be 

represented at sub-Angstrom resolution level requiring the use of quantum mechanical 

approaches, while at the largest scale macroscopic methods able to represent a fiber 

measuring more than a meter need to be used. To tackle this 1010 scale problem multi-physic 

approaches need to be used and coupled with restraints derived from experimental measures. 

I will summarize during my talk our more recent approaches to approach the multiscale 

problem in DNA, illustrating how they can provide clues on the epigenetic mechanisms of gene 

regulation. 

1) Reference: P.D.Dans, J.Walther, H.Gómez and M.Orozco. “Multiscale simulation of DNA”. 

Current Opin. Struct. Biol., (2016), 37, 29-45 
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Recent years have seen an explosion of interest in both experimental and computational 

studies of the evolution of enzyme function [1,2]. In particular, it has been argued that 

conformational selection plays a major role in allowing old enzymes to acquire new 

activities [3]. My group and I have performed detailed computational studies of a broad 

range of catalytically promiscuous enzymes, in order to probe the molecular origins of 

both their multifunctionality and its implications for their functional evolution [4-7]. These 

include alkaline phosphatases [4], organophosphate hydrolases [5,6], aldolases [7] and 

Kemp eliminases, to name a few examples. Based on this work, we present a molecular 

model for enzyme evolution, highlighting the critical importance of a fine-tuned interplay 

between enzyme dynamics, electrostatic cooperativity and conformational selection in 

allowing for the acquisition of new activities, as well as the ability to select more than one 

possible reaction from a pool of given substrates.  
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[4] A. Barrozo, F. Duarte, P. Bauer, A. T. P. Carvalho and S. C. L. Kamerlin, J. Am. Chem. 

Soc. 137, 9061 (2015). 
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Trans. R. Soc. A 374, 20160150 (2016). 
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During protein synthesis, tRNA molecules move from the ribosome’s aminoacyl to 
peptidyl to exit sites, with the two ribosomal subunits remaining associated through a 

complex network of intersubunit bridges, despite rapid large-scale intersubunit rotation. 

Using molecular dynamics simulations, we investigated conformational motions during 

spontaneous translocation, as well as the underlying energetics and kinetics. We asked how 

binding affinity between the two subunits is controlled and maintained at a quite constant 

level despite large-scale motions and highly dynamic changes. Indeed, intersubunit 

rotations exhibit remarkably fast intrinsic submicrosecond dynamics, which requires a 

fine-tuned flat free energy landscape, as any larger barrier would slow down the 

conformational motions. The total contribution of the tRNAs to the intersubunit binding 

enthalpy is almost constant, despite their changing positions in the ribosome during 

translocation. These mechanisms keep the intersubunit interaction strong and steady during 

rotation, thereby preventing dissociation and enabling rapid rotation. We further describe a 

new combined allosteric mechanism for erythromycin-induced translational stalling of the 

antibiotics sensor peptide ErmB as well as nascent peptide dynamics in the ribosomal exit 

tunnel. 
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This lecture will include both Kohn-Sham density functional theory (KS-DFT)[1-15] and 

multiconfiguration pair-density functional theory (MC-PDFT)[16-23]. My group’s work 

on MC-PDFT is collaborative effort with the group of Laura Gagliardi. Other recent 

coauthors are named in the references below, which highlight our recent emphasis on 

electronically excited states and transition metals. Different components of the work were 

supported in part by the Department of Energy, the National Science Foundation, and the 

Air Force Office of Scientific Research. 
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Non-empirical double-hybrid functionals:  
more theoretical constrains, better performances?  
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Density Functional Theory (DFT) emerged in the last two decades as one of the most 
reliable approach the description and prediction of properties of molecular systems and 
extended materials, coupling in an unprecedented way high accuracy and reasonable 
computational cost. However, the Achilles’ heel of DFT is represented by the exchange-
correlation contribution to the total energy, which, being unknown, must be approximated. 
Since the beginning of the ‘90s, global hybrids (GH) functionals, imposed themselves as 
the most reliable DFAs for chemical applications.  However, if these functionals normally 
provide results of sufficient accuracy for most of the cases analyzed, some properties, such 
as thermochemistry or dispersive interactions, can still be significantly improved.  A 
possible way out is represented by the inclusion, into the exchange-correlation functional, 
of an explicit dependence on virtual Kohn-Sham orbitals via Perturbation Theory. This 
leads to a new class of functionals, called double-hybrid (DH) density-functionals.  In this 
talk, we describe our non-empirical approach to DHs, which, starting from some 
theoretical considerations, allows for the definition of DH (QI-DH) method [1], 
competitive with other -more empirical- DHs [2].   
Discussion of selected cases, ranging from thermochemistry and reactions to excitations 
energies, not only show the large range of applicability of non empirical DHs, but also 
underline how increasing the number of theoretical constrains in the definition of the 
exchange-correlation functional parallel with an improvement of the numerical 
performances [3,4]. 
 
      [1] E. Brémond, M. Savarese, A. J. Pérez-Jiménez, J. C. Sancho-García, C. Adamo J.    
Chem. Phys. 141, 031101 (2014) 
      [2] E. Brémond, I. Ciofini, J. C. Sancho-García, C. Adamo Acc. Chem. Res. 49, 1503 
(2016). 
      [3] E. Brémond, M. Savarese, A.J. Perez-Jimenez, J.C. Sancho-Garcia, C. Adamo J. 
Phys. Chem. Lett.  6, 3540 (2015). 
      [4]  E. Brémond,  M. Savarese, J.C. Sancho-García, A.J. Pérez-Jiménez, C. Adamo,  J. 
Chem. Phys.144, 124104 (2016). 
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Abstract  

DFT is used throughout nanoscience, especially when modelling spintronics. 

But standard self-consistent semilocal density functional calculations fail badly 

for spin- crossover complexes. For Fe(II) complexes, we show that density-

corrected DFT, using Hartree-Fock densities (HF-DFT), greatly improves 

accuracy and reduces dependence on approximations. We use fixed-node 

diffusion Monte Carlo to benchmark our calculations, as even CCSD(T) is 

insufficient for these complexes. We show the im- provement by calculating the 

Fe-Porphyrin complex. The “parameter-dilemma” of needing different amounts 

of mixing for different properties is eliminated by HF-DFT.  
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Abstract: Non-covalent interactions control the three dimensional structure of 

macromolecules and the supramolecular assemblies. Thus, atomic level understanding of 

condensed phase structure warrants a clear understanding of the role, strength and 

relevance non-covalent interactions and how do they mutually influence each other. The 

role, range and relevance of cation-π and π-π interactions in determining the 

macromolecular structure will be explained. In our efforts to employ rigorous 

computations on the molecules of medium sizes which involve non-covalent interactions 

several interesting features were unraveled. In this talk we describe the studies on stacking 

interactions of Buckybowls, the metal ion interactions in chemical and biological systems 

and the ion transport in the membrane proteins. The alkali and alkaline earth metal 

interactions in biological system is analyzed using computational methods and also 

through analyzing databases. Energy decomposition analysis is used to explore the nature 

of non-covalent interactions. Further, we focus our attention on how a pair of non-covalent 

interactions mutually influences each other’s strength, through computational and 
structural analyses. The extent of cooperativity among the non-covalent interactions is 

analyzed and its effect on controlling the 3D-structure. 
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Advances in theoretical chemistry methods, algorithms, and computer hardware have led

to a dramatic increase in the ability to generate large sets of high-quality benchmark data at

levels such as coupled-cluster through perturbative triples in the complete basis set limit

[CCSD(T)/CBS].  For example, our group’s first paper on the benzene dimer [1] reported

just three high-quality benchmark values.  Several years later, we were able to extend our

studies to eight entire potential energy curves of van der Waals dimers, for 148 benchmark-

quality energies [2].  Most recently, in collaboration with Kenneth Merz, Alex MacKerell,

and others, we have obtained benchmark interaction energies [3] for approximately 3400

sidechain-sidechain and 100 backbone-backbone interactions extracted from the Protein

DataBank.  Various approximate methods---from force-fields to semi-empirical to ab initio

approaches---are  assessed  against  the  CCSD(T)/CBS  benchmarks.   This  talk  will

summarize the results of our analysis (involving ~1M datapoints) and will  also discuss

how quantum chemistry  must  change  its  standard  workflow to  handle  the  generation,

management, analysis, storage, and sharing of databases with hundreds of thousands or

millions of datapoints.

       [1]  M. O. Sinnokrot, E. F. Valeev, and C. D. Sherrill, J. Am. Chem. Soc. 124, 10887

(2002).

     [2]  C. D. Sherrill, T. Takatani, and E. G. Hohenstein, J. Phys. Chem. A 113, 10146

(2009).

   [3]  L.  A.  Burns,  J.  C.  Faver,  Z.  Zheng,  M.  S.  Marshall,  D.  G.  A.  Smith,  V.

Vanommeslaeghe, A. D. MacKerell, K. M. Merz, and C. D. Sherrill, submitted.
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The study of chemical reactions in condensed phases poses severe difficulties and requires 

adapting the classical approach based on the study of the potential energy surface and the 

determination of reaction paths. We suggest that in complex systems a description in terms 

of collective variables and the associated free energy surfaces is a fruitful alternative. We 

discuss simple, yet effective and general collective variables that are suitable to study 

chemical reactions. Based on such collective variables we use metadynamics and 

variationally enhanced sampling to accelerate ab-initio molecular dynamics and explore 

reaction paths and determine reaction rates. We also show how to improve the collective 

variables, so as to speed up sampling and express concisely and clearly the chemical 

processes underlying the reaction being studied. We demonstrate the fruitfulness of this 

approach on a few examples. 
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One of the largest challenges of computational chemistry is to estimate the binding free 

energy of a small molecule to a biomacromolecule (e.g. a drug candidate to its receptor). 

Currently, the best results are typically obtained by free-energy perturbation (FEP) methods, 

with free energies estimated by exponential averaging, thermodynamic integration, or by the 

Bennett acceptance ratio [1]. Such methods require extensive sampling and therefore they 

have been mainly used with molecular-mechanics (MM) methods. However, it is well-

known that such methods have severe limitations. Therefore, there have been much interest 

to improve binding-affinity estimates using quantum-mechanics (QM) methods [2]  

We have tried to employ QM methods to in FEP estimates of binding affinities for both 

proteins and more simple host–guest models. Initial attempts failed, because the 

perturbations did not converge [3,4]. We have compared reference-potential methods with 

explicit QM/MM FEP calculations [5]. For the former, which are based on FEP calculations 

at the MM level, combined with MM®QM/MM FEP calculations, we have tried to avoid 

QM/MM simulations by employing single-step exponential averaging or non-Boltzmann 

Bennett acceptance ratio method. For convergence ~700 000 QM energy calculations were 

needed [6]. However, more stable and reliable results can be obtained with running a few 

QM/MM simulations. Currently, we investigate how such calculations can be sped up, 

retaining the accuracy. In this talk, I will discuss and compare these approaches. 	

 

 

[1] N. Hansen, W. E. van Gunsteren, J. Chem. Theory Comput. 2014, 10, 2632 
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[3] P. Mikulskis, et al. J. Comp.-Aided Mol. Design, 2014, 28, 375 

[4] S. Genheden, et al. J. Comput. Chem., 2015, 36, 2114 

[5] M. A. Olsson, U. Ryde J. Chem. Theory Comput, 2017, submitted. 

[6] M. A. Olsson, et al. J. Comput. Chem. 2016, 37, 1589 
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In this talk, I will introduce our latest progress for the SSW package, including 

Stochastic Surface Walking method (SSW) and Double-Ended Surface Walking (DESW) 

method, and apply the package for resolving the reaction pathways in catalysis and solid 

phase transition. The SSW method is designed for the global optimization of structure on 

potential energy surface (PES), while maintaining the pathway information during structure 

search. By adding bias potentials and performing local relaxation repeatedly, SSW method 

can perturb smoothly the structure from one minimum to another following a random 

direction. The SSW method in combination with DESW method can be utilized for finding 

unknown structures and predicting chemical reactivity from molecules to solids. Using these 

methods, we recently studied a number of important systems, e.g. water-gas shift reaction 

on Cu, ZrO2 tetragonal-to-monoclinic phase transition, heterophase junction structures in 

photocatalysts, and dynamic catalyst structure evolution in H2 evolution. 

Related references  

1. Xie, Yao-Ping; Zhang, Xiao-Jie; Liu Zhi-Pan* “Graphite to Diamond: Origin for Kinetics 
Selectivity”, J. Am. Chem. Soc. 2017, 139, 2545–2548 

2. Li, Ye-Fei*; Zhu, Sheng-Cai; Liu, Zhi-Pan*, “Reaction Network of Layer-to-Tunnel 

Transition of MnO2”, J. Am. Chem. Soc., 2016, 138, 5371 

3. Zhu, Sheng-Cai; Xie, Song-Hai; Liu, Zhi-Pan* “Nature of Rutile Nuclei in Anatase-to-

Rutile Phase Transition”, J. Am. Chem. Soc., 2015, 137, 11532 

4. Guan, Shu-Hui Zhang, Xiao-Jie; Liu, Zhi-Pan*, Energy Landscape of Zirconia Phase 

Transitions , J. Am. Chem. Soc., 2015, 137, 8010 

5. Zhao, Wei-Na; Zhu, Sheng-Cai; Li, Ye-Fei, Liu, Zhi-Pan* "Three-phase Junction for 

Modulating Electron-Hole Migration in Anatase/Rutile Photocatalysts", Chem. Sci., 2015, 
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6. Wei, Guang-Feng; Liu, Zhi-Pan* "Restructuring and Hydrogen Evolution on Pt 
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With our proof of the holographic electron density theorem for time-dependent systems, a 

first-principles method for any open electronic system is established. By introducing the 

self-energy for the dissipative interactions between the reduced system and its 

environment, we develop a time-dependent density-functional theory for open system 

(TDDFT-OS) based on an equation of motion for the Kohn-Sham reduced single-electron 

density matrix of the reduced system. Being implemented with state-of-the-art linear 

scaling techniques, the TDDFT-OS method is not only accurate but also very efficient in 

numerical calculations. The method has been successfully applied to address a very broad 

spectrum of problems in different research areas, including quantum electron transport, 

molecular electronics, photovoltaic, electroluminescence, and chemical reactions. 

 

 

       [1]  X. Zheng, F. Wang, C.Y. Yam, Y. Mo and G.H. Chen, Phys. Rev. B 75, 195127 
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       [3]  S. G. Chen, Y. Zhang, S. K. Koo, H. Tian, C. Y. Yam, G.H. Chen, and M. A. 

Ratner, J. Phys. Chem. Lett. 5, 2748 (2014). 

       [4]  Y. Zhang, L.Y. Meng, C. Y. Yam, G.H. Chen, J. Phys. Chem. Lett. 5, 1272 
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In an effort to allow first principle simulations to approach realistic time- and length-

scales, and to shed light on the dynamical behavior of complex systems, we have 

developed an open-source density embedding software called embedded Quantum-

ESPRESSO (eQE). eQE is capable of approaching periodic and molecular systems alike 

[1,2,3], their Born-Oppenheimer dynamics, and electron dynamics through a real-time 

time-dependent subsystem DFT implementation [4]. We present applications to liquid 

water [5], crystalline oligoacenes, and organic-metal interfaces. The density embedding 

treatment allows us to quantify cooperative and anticooperative excitonic effects in the 

electronic spectra of these complex systems as well as a non-Markovian electron 

dynamics, which is particularly important when molecules interact with metal surfaces. 

Specifically, we find the non-Markovian electron dynamics to be responsible for peak 

broadening and peak shift in the optical spectra of molecules interacting with infinite 

systems such as metals. By carrying out the dynamics in imaginary time, the correlation 

energy of interaction between subsystems can be evaluated. We show how this method 

reproduces the S22 and S22-5 benchmark sets [6,7], and provides a clear prescription for 

improving current force fields which are based on RPA. 

 

[1]  Krishtal, A., Sinha, D., Genova, A. and Pavanello, M., J. Phys.: Condens. Matter, 

27, 183202 (2015) 

[2]  Genova, A. and Pavanello, M. J. Phys.: Condens. Matter, 27, 495501 (2015) 

[3]  Genova, A., Ceresoli, D., Krishtal, A., Andreussi, O., DiStasio Jr., Robert A. and 

Pavanello, M., Int. J. Quantum Chem. 117, e25401 (2017) 

[4]  Krishtal, A. and Pavanello, M., J. Chem. Phys., 144, 124118 (2016) 

[5]  Kumar P., S., Genova, A., Pavanello, M., arXiv:1706.03260v2 (2017) 

[6]  Kevorkyants, R., Eshuis, H. and Pavanello, M., J. Chem. Phys., 141, 044127 
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The Bacillus subtilis Chorismate Mutase (BsCM) catalyzed Claisen rearrangement of 

chorismate to prephenate is one of the few pericyclic processes in biology, and as such 

provides a rare opportunity for understanding how Nature promotes such rearrangements 

so successfully.  

In this talk we will i) Examine the hypothesis that the mechanism of the chorismate 

rearrangement is the same in the gas phase, solution and in the enzyme, e.g. space 

confinement does not play a role; ii) Investigate current suggestions that the enzyme 

lowers the barrier via transition state stabilization; iii) Elucidate the role of conformational 

changes during the rearrangement via a puckering analysis along the reaction path; iv) 

Compare Nature’s way of catalyzing this reaction with gold(I) catalyzed Claisen 

rearrangements, and v) Make suggestions for BsCM based metalloenzyme analogues.  

We use for this purpose the Reaction Valley Approach (URVA) combined with the Local 

Mode Analysis, the Cremer-Pople Ring-Puckering Analysis and a new QM/MM 

vibrational analysis, recently developed in the CATCO group, which allows at each point 

on the reaction path to single out the QM vibrational modes for further analysis. This new 

toolbox can efficiently be used for the quantum chemical investigation of enzyme reactions 

as well as for a direct comparison of chemical reactions in different environments. 
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Thinking about a planar tetracoordinate carbon atoms (ptC) (or even planar 

pentacoordinate carbon atom) may look like an aberration in organic chemistry or simply a 

figment of the imagination of a theoretician, but in the last forty years, a plethora of such 

compounds have been synthetized or detected experimentally. As mentioned by Roald 

Hoffmann, “the purpose of studying nonclassical molecules is to learn from the 

abnormal… the making of molecules that are untypical or abnormal test our understanding 

of that fundamental yet fussy entity –the chemical bond” and the ptC is one of the best 

examples. 

Schleyer and Boldyrev carried out theoretical investigations on other pentatomic systems 

such as Al4O, Al4N
-
, Al3SiN, cis-Al2Si2C, trans-Al2Si2C, and AlSi3B. Their planar 

structures with a tetracoordinate carbon atom in the center of a four membered ring are 

lower in energy than the corresponding tetrahedral ones. And another thing that they all 

have in common is 18 valence electrons. That electron count is so prevalent in low energy 

ptCs that it has come to be seen as a “magic number” for planar geometries.  

Herein, we exploit the “18 valence electron rule” to do a massive search on the potential 

energy surfaces of clusters meet the following rules:  

1)  They are comprised of C and maximum other two different elements from the 

main group of the periodic table. 

2)  Systems are either pentaatomic or hexaatomic. 

3)  Charges are equal to 0, ±1 or ±2.  

Following these restrictions, the PESs of 508 pentaatomic and 424 hexaatomic species 

were systematically explored. For each case, 150 singlets and 80 triplets initial motifs were 

considered. A total of 428720 optimizations were carried out. Our computations show that 

the global minima of 156 pentaatomic clusters have a ptC. In hexaatomic species, 50 ptC 

and 18 planar pentacoordinate carbons were found to be global minima. It is the first time 

that such number of hypercoordinate planar systems is predicted. We also used statistical 

data analysis tools (Random Forests, Support Vector Machines) to rank and quantify the 

most important features that determine if a compound will be a global or local minima, 

with a prediction accuracy of 90%. 

I-222



Non-covalent Interactions in Asymmetric Catalysis: A Mechanistic Voyage from 

Rationalizations to Predictions 

 
Raghavan B. Sunoj 

 
Department of Chemistry, Indian Institute of Technology Bombay, Powai, Mumbai 400076 

India 

 

 
Computational quantum chemistry has been increasingly employed toward rationalizing the 

stereochemical outcome in catalytic reactions.
1
 The approach typically involves the identification of 

kinetically significant transition states and intermediates. In our laboratory, ab initio as well as DFT 

methods are employed to gain insights into carbon-carbon and carbon-heteroatom bond-forming 

reactions of immediate practical significance.
2
 The key objective of our research is to gain molecular 

insights on the factors responsible for stereoselectivity and to exploit such insights toward in silico 

design of novel asymmetric catalysts.
3 
 

A number of examples wherein the conventional transition state models required systematic 

refinements toward accounting the observed product distribution and stereochemical outcome will be 

presented. Through this talk, we intend to propose the need for a timely rethink on a number of 

working hypotheses on asymmetric induction that places an over-emphasis on steric interaction. In 

general, the presentation would encompass a few contemporary themes in the domain of asymmetric 

multi-catalytic reactions.
4 

Interesting interpretations/rationalizations of experimental observations 

besides meaningful guidelines for rational improvements in the design of asymmetric catalysts would 

remain the key focus of the presentation. The contents are designed to cater to a broad and diverse 

group of audience; hence, the chemical insights would be emphasized, rather than a labyrinth of 

technical details. 

 

[1] (a) P. H. –Y. Cheong, C. Y. Legault, J. M. Um, N. Celebi-Olcum, K. N. Houk, Chem. Rev. 111, 

5042 (2011). (b) R. B. Sunoj, Wiley Interdisciplinary Reviews: Comput. Mol. Sci. 1, 920 (2011). 

[2] (a) G. Jindal, R. B. Sunoj, Angew. Chem., Int. Ed. 53, 4432 (2014). (b) R. B. Sunoj, Acc. Chem. 

Res. 49, 1019 (2016). 

[3] (a) C. B. Shinisha, R. B. Sunoj, Org. Biomol. Chem. 5, 1287 (2007). (b) G. Jindal, Sunoj, R. B. 

Org. Bimol. Chem. 12, 2745 (2014). 

[4] (a) G. Jindal, R. B. Sunoj, J. Am. Chem. Soc. 136, 15998 (2014). (b) G. Jindal, H. K. Kisan, R. B. 

Sunoj, ACS Catal. 5, 480 (2015). (c) B. Bhaskararao, R. B. Sunoj, J. Am. Chem. Soc. 137, 15712 

(2015). 
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Molecular magnetism is one of the vastly growing research fields with an aim to 

design the molecules and materials with tunable magnetic and electronic 

properties.
1
 Their synthesis, characterization and implementation as devices which 

creates lively crossroad among chemistry, physics and material science: a 

multidisciplinary research field. These molecules have wide spread potential 

applications ranging from magnetic storage devices, spintronics, Q-bits in quantum 

computing to magnetic coolants. Single-molecule magnets (SMMs) are the 

molecules which show slow relaxation of magnetization below the critical 

temperature and exhibit hysteresis loop similar to classical magnets. SMMs offer 

key advantage over classical magnets due to their light weight, solubility and 

multifunctional behavior. Theoretical tools are indispensable in this arena
2
 for 

understanding the observed magnetic properties. The strength of these methods is 

not only limited rationalization but also to predict novel molecules which can 

exhibit superior magnetic properties. In this presentation, I will present some of our 

research effort in modelling lanthanide and transition metal based molecular 

magnets employing ab initio CASSCF/PT2 methods undertaken in our group 

towards achieving this goal.
2 
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Metal-organic frameworks (MOFs) are attracting the attention of many scientists because 

of their high selectivity in gas separations, catalytic activity, and magnetic properties. We 

have combined theory and experiment to understand the activity of nickel, cobalt, and 

rhodium catalysts supported on Zr6 nodes in metal–organic frameworks (MOFs) for 

reactions related to natural gas conversion. For Ni and Co,[1],[2] computational studies 

provide important insights with respect to the catalytic mechanism(s) for observed 

ethylene dimerization after metal-decoration of the MOF NU-1000. Rh complexes have 

been installed on the Zr6 nodes of not only NU-1000, but also the related metal–organic 

framework UiO-67, and the zeolite DAY; influences of the supports on ethylene 

hydrogenation and dimerization have been assessed.[3] A library of transition metals 

(TMs), ranging from first row TMs to noble metals, is now being screened 

computationally to search for optimal catalysts, and structure-function relationships are 

beginning to emerge from this theory-driven approach. 

 [1] V. Bernales, A. B. League, Z. Li, N. M. Schweitzer, A. W. Peters, R. K. Carlson, J. T. 

Hupp, C. J. Cramer, O. K. Farha, and L. Gagliardi, J. Phys. Chem. C., 120, 23576–23583 

(2016). 

[2] Z. Li, N. M. Schweitzer, A. B. League, V. Bernales, A. W. Peters, A. B. Getsoian, T. 

C. Wang, J. T. Miller, A. Vjunov, J. L. Fulton, J. A. Lercher, C. J. Cramer, L. Gagliardi, J. 

T. Hupp, O. K. Farha, J. Am. Chem. Soc., 138, 1977-1982 (2016). 

[3] V. Bernales, D. Yang, J.Yu, G. Gümüsļü, C. J.Cramer, B. C. Gates, and L. Gagliardi 

ACS Appl. Mater. Interfaces DOI: 10.1021/acsami.7b03858 (2017) 
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Projector Augmented Wave Method Incorporated into Gauss-type Atomic 

Orbital Based Density Functional Theory 

	

Takeshi Yanai
1
 and Xiao-Gen Xiong

2
	

1
Institute for Molecular Science, Okazaki, 444-8585 Aichi, Japan	

2
Shanghai Institute of Applied Physics, Chinese Academy of Sciences, Shanghai 201800, 

China	

 

 

The Projector Augmented Wave (PAW) method developed by Blöchl is well recognized as 

an efficient, accurate pseudopotential approach in solid-state density functional theory 

(DFT) calculations with plane-wave basis. In this presentation, we will describe an 

approach to incorporate the PAW method into the Gauss-type function (GTF) based DFT 

implementation. The nodal and high-exponent GTF components of valence molecular 

orbitals (MOs) are removed or pseudized by the ultrasoft PAW treatment, while there is 

elaborate transparency to construct accurate and well-controlled pseudopotential from all-

electron atomic description and to reconstruct all-electron form of valence MOs from the 

pseudo MOs. This smoothness should benefit the efficiency of GTF-based DFT 

calculations in terms of elimination of high-exponent primitive GTFs and reduction of grid 

points in the numerical quadrature. The present scheme is implemented by incorporating 

them into the conventional GTF-based DFT solver. The test calculations are shown for 

illustrating the performance. 	

 

       [1]  X.-G. Xiong and T. Yanai, submitted. 

	

I-231



From evaluation of methodology to error bars in computational materials 
science  

Claudia Draxl1,2 
1Humboldt-Universität zu Berlin, Zum Großen Windkanal 6, 12489 Berlin 

2Fritz-Haber-Institut Berlin, Faradayweg 4-6, 14195 Berlin 
 
While in quantum chemistry, assessing the precision of calculations has been playing a 
role for decades, in computational condensed-matter physics such efforts are just gaining 
momentum. A first step towards reproducibility, was only recently demonstrated by an 
impressive community effort [1]. The reproducibility of equilibrium properties of bulk 
elemental solids obtained by semi-local density-functional theory (DFT) [1] is, however, 
only a first step. We demonstrate the basically exact numerical solution of the Kohn-Sham 
equations for atoms, molecules and solids on the same footing [2], based on the full 
potential linearized augmented planewave plus local-orbital method as implemented in the 
exciting code [3].  

To address the issue of uncertainty introduced by computational parameters, we have 
created a database, populated with data from elemental and binary solids, from four 
conceptually different codes and several numerical settings, amounting to approximately 
100,000 calculations. A prediction model for the error bars as a function of the basis set 
size is proposed and validated by a systematic analysis of our results [4]. 

The project received funding from the European Union's Horizon 2020 research and 
innovation program under grant agreement no. 676580 with The Novel Materials 
Discovery (NOMAD) Laboratory, a European Center of Excellence [5].  

 

[1] K. Lejaeghere et al., Science 351, aad3000 (2016). 
[2] A. Gulans, A. Kozhevnikov, and C. Draxl, preprint. 
[3] A. Gulans, S. Kontur, C. Meisenbichler, D. Nabok, P. Pavone, S. Rigamonti, S. 
Sagmeister, U. Werner, and C. Draxl, J. Phys: Condens. Matter 26, 363202 (2014).  
[4] C. Carbogno, et al., preprint. 
[5] The NOMAD Laboratory, Center of Excellence for Computing Applications, 
https://nomad-coe.eu 
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The method of increments applied to weakly bound systems

Beate Paulus1

1Institut für Chemie und Biochemie, Freie Universität Berlin, Takustr. 3, 14195 Berlin,

Germany

Material properties are mainly determined on the first principle level applying density functional

methods. But there exists materials, especially weakly bound systems, where present-day den-

sity functionals reveal problems to describe the binding accurately enough. The application of

the method of increments [1] for the correlation energy in extended systems is based on the

determination of local correlation increments with any size-extensive correlation method like

coupled cluster. In the contribution various examples are presented. The first one is the bind-

ing in the halogen molecular crystals of chlorine, bromine and jodine[2]. Another topic it the

physisorption of atoms and molecules. Here the curvature dependent adsorption of water in-

side and outside of carbon nanotubes[3] and the adsorption of metal atoms on graphene[4] are

presented. In a last example the folding of alkanes in comparison to their partially and fully

fluorinated analogons. In all cases highly accurate binding properties could be obtained which

can be used as benchmarks for computational cheaper methods like dispersion corrected DFT

functionals or as highly accurate data for the determination of force fields for classical MD

simulations[3].

Figure 1: Curvature dependence of the adsorption energy of water inside and outside an arm-

chair carbon nanotube, calculated at the LCCSD(T) level.

[1] B. Paulus, Phys. Rep. 428, 1 (2006); C. Müller, B. Paulus, Phys. Chem. Chem. Phys.

14, 7605 (2012).

[2] K. G. Steenbergen, N. Gaston, C. Müller, B. Paulus, J. Chem. Phys. 141, 124707 (2014).

[3] S. Lei, B. Paulus, Z. Phys. Chem. 230, 651 (2016); S. Lei, B. Paulus, S. Li, B. Schmidt,

J. Comp. Chem. 37, 1313 (2016).

[4] F. Weber, C. Müller, B. Paulus, P. Reinhardt, Mol. Phys. 114, 1098 (2016).

I-233



Physics-based intermolecular potentials for material design

Krzysztof Szalewicz

Department of Physics and Astronomy,

University of Delaware, Newark, Delaware 19716

Computer modeling and the design of materials has become a mainstream method

in engineering and is expected to become even more important as computers pass

the exaflop performance threshold. Currently, such modelling is performed either by

using biomolecular empirical potential energy surfaces (PESs) or calculating the po-

tential energies on-the-fly using density-functional theory (DFT) methods. We have

developed an alternative approach which will allow new materials to be designed with

higher accuracy, by as much as a factor of 100 compared to today’s state-of-the-art

methods and be of comparable costs to methods based on empirical potentials. Our

approach is physics-based, i.e., it starts from accurate solutions of Schrödinger’s

equation (SE) using symmetry-adapted perturbation theory (SAPT) and does not

invoke any empirical information. SAPT interaction energies are represented by

analytic PESs that can be applied in any molecular dynamics (MD) simulations.

Such first-principles-based PESs are much more accurate than the currently used

empirical PESs and more accurate than predictions of electronic structure methods

used in on-the-fly MD simulations. Our approach will require computer resources

orders of magnitude lower than needed for on-the-fly simulations with DFT. A re-

cently developed method for automatic fitting of PESs will be used. With PESs,

it is possible to perform MD simulations for systems with millions of atoms. The

use of physics-based PESs is expected to overcome the problem that empirical PESs

work well for the typical systems considered in biomolecular modelling and for some

simple condensed phases, but often perform poorly in engineering applications (such

as in designing composites, photovoltaics, etc.).
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Analytic Energy Gradient and Hessian of TD-DFT/MM Excited-

State: Implementation and Applications  

 
WanZhen Liang  

Department of Chemistry, Xiamen University, China 
 

 

To develop the computationally efficient theoretical tools to obtain the vibrational 

frequencies and vibrational spectra of the excited state, and explore the excited-

state potential energy surfaces of molecules in condensed phases, we have 

implemented the analytic energy gradient and Hessian of TDFFT/MM excited-state 

into quantum chemistry software package. Here I will present the performance and 

the applications of those efficient approaches for the photo-physical and 

photochemical properties of some fluorescent proteins. By applying the developed 

codes，we characterized the excited-state proton transfer (ESPT) process and 

identified the states involved in ESPT of red fluorescent protein LSSmKate1, and 

calculated vibrationally-resolved one- and two-photon absorption spectra of YFP 

Citrine. Some interesting insights on the origin of large stokes shift in RFP 

LSSmKate1 and the effect of protein environment on absorption spectra of YFP 

Citrine were thus revealed. 
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Quantum computing for quantum chemistry. 

 

Alán Aspuru-Guzik1
 

1Department of Chemistry and Chemical Biology, Harvard University, 12 Oxford Street, 

Room M138, Cambridge, MA, USA 

2E-mail: aspuru@chemistry.harvard,edu, http://aspuru.chem.harvard.edu,  

Twitter: @A_Aspuru_Guzik 

 

 

The numerically exact solution of Schrödinger’s equation is out of reach for classical 

computers. This fact, originally suggested by Dirac, has inspired generations of 

computational chemists to develop powerful, yet approximate methods for the electronic 

structure of atoms and molecules. Richard Feynman originally suggested that controllable 

quantum systems, also known as quantum simulators could simulate physics and chemistry 

efficiently. Based on algorithms originally developed by Seth Lloyd and co-workers, in 

2005 we proposed an algorithm for simulating quantum chemistry on quantum computers 

in a numerically exact manner in polynomial time. In 2010, the first quantum computer 

experiment for quantum chemistry was realized using two qubits. Just this year, IBM 

researchers have carried out a six-qubit quantum simulation of BeH2 using one of their 

early quantum computers. With regards to algorithmic development, several groups, 

including ours, have lowered the algorithmic costs by several polynomial orders and 

prefactors. Currently, several researchers in the field consider quantum computing for 

quantum chemistry as one of the most promising early applications of quantum computers. 

Adding to the excitement for this field, several commercial research groups are actively 

developing hardware for quantum computation and algorithms for quantum chemistry. In 

this talk, I will try to review this field and provide a perspective of what´s to come.  

 

In terms of an accessible reference, I refer you to a recent report of an NSF workshop on 

the subject [1]. 

 

 

 

       [1]  J. Olson, et al., arXiV 1706.05413 (2017). 

I-241



Machine-learning unifies the modelling of materials and molecules

Michele Ceriotti1, Sandip De1, Albert Bartok2, Gabor Csanyi2,

Carl Poelking2, Noam Bernstein3, James Kermode4

1EPFL Lausanne, Switzerland
2Cambridge University, UK

3US Naval Research Laboratory, USA
2Warwick University, UK

Determining the stability of molecules and condensed phases is the cornerstone of atomistic

modelling, underpinning our understanding of chemical and materials properties and transfor-

mations. Here we show that a machine-learning model, based on a local description of chemical

environments and Bayesian statistical learning, provides a unified framework to predict atomic-

scale properties. It captures the quantum mechanical effects governing the complex surface

reconstructions of silicon, predicts the stability of different classes of molecules with chemical

accuracy, and distinguishes active and inactive protein ligands with more than 99% reliabil-

ity. The universality and the systematic nature of our framework provides new insight into the

potential energy surface of materials and molecules.

Figure 1: Machine-learning based on a mathematically-sound representation of chemical envi-

ronments provides the basis for an universally-applicable framework to predict the

properties of materials and molecules

[1] S. De, A. P. Bartók, G. Csányi, and M. Ceriotti, Phys. Chem. Chem. Phys. 18, 13754

(2016).

[2] A. P. Bartok, S. De, C. Poelking, N. Bernstein, J. Kermode, G. Csanyi, and M. Ceriotti,

arXiv:1706.00179 (2017).
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Interactive and Automated Exploration of Reaction Mechanisms.

Markus Reiher1

1Lab. f. Phys. Chem., ETH Zurich, Vladimir-Prelog-Weg 2, Zurich, Switzerland

A prominent focus of molecular science has been the understanding and design of functional

molecules and materials. This brings about new challenges for theoretical chemistry. We are

faced with the necessity to obtain theoretical results of predictable accuracy for molecules of in-

creasing size and number. Moreover, the molecular composition, which is required as input for a

quantum chemical calculation, might not be known, but the target of a design attempt. Then, the

relevant chemical processes are not necessarily known, but need to be explored and identified.

Whereas parts of these challenges have already been addressed by the development of specific

methods (such as linear scaling or high-throughput screening), the fact that an enormous multi-

tude of structures needs to be considered calls for integrated approaches. This holds particularly

true for predictions on complex chemical processes that encode function (e.g., through reaction

networks). In my talk, I will review our recent work on these challenges that range from auto-

mated and interactive explorative approaches with error control for density functional theory to

automated benchmarking based on black-box density matrix renormalization group calculations

including dynamic correlation[1].

[1] for references and demonstrations see: http://www.reiher.ethz.ch/publications.html and

http://www.reiher.ethz.ch/software.html
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Big Data of the Chemical Physics of Materials: Discovering Interpretable 

Patterns, Correlations, and Causality  

 

Matthias Scheffler (*)
 

Fritz-Haber-Institut der Max-Planck-Gesellschaft, 

Faradayweg 4-6, D-14195 Berlin, Germany 

 

 

Recent years have seen an impressive complement of the traditional, experimental “trial 
and error” approach for discovering new materials or determining so far unknown 

properties of already  known materials by high-throuput density functional theory (DFT) 

computations. The amount of already existing data (experimental and theoretical) is huge. 

The NOMAD (Novel Materials Discovery) Laboratory Center of Excellence, [1] creates, 

collects, stores, and cleanses a large volume of computational materials science data, 

derived from all important materials science codes available today. Presently NOMAD 

holds results of more than 20 million DFT total-energy calculations. In addition, the 

NOMAD Laboratory CoE develops tools for mining this data in order to find structure, 

correlations, and novel information that could not be discovered from studying smaller 

data sets. Indeed, it is now increasingly becoming clear that big data of materials does not 

only provide direct information but that the data is structured. This enables interpolation, 

(modest) extrapolation, and new routes towards understanding [see Ref. 2-4 and references 

therein].  

The talk will address how to exploit big data of materials for research and engineering, 

how to find (hidden) structure in the data in order to advance materials science, identify 

new scientific phenomena, and provide support towards industrial applications. 

 

[1] The NOMAD (Novel Materials Discovery) Laboratory, a European Centre of 

Excellence (CoE): https://NOMAD-CoE.eu . 

[2] L.M. Ghiringhelli, J. Vybiral, S.V. Levchenko, C. Draxl, and M. Scheffler, Phys. Rev. 

Lett. 114, 105503 (2015). 

[3] L.M. Ghiringhelli, J. Vybiral, E. Ahmetcik, R. Ouyang, S.V. Levchenko, C. Draxl, and 

M. Scheffler, New J. Phys. 19, 023017 (2017). 

[4] B.R. Goldsmith, M. Boley, J. Vreeken, M. Scheffler, and L.M. Ghiringhelli, New J. 

Phys. 19, 013031 (2017). 

(*) Work performed in collaboration with Luca Ghiringhelli, Runhai Ouyang and many 

other collaborators of the NOMAD Laboratory: https://NOMAD-CoE.eu. 
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Ultra-Coarse-Graining and Its Applications 
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Recent advances in theoretical and computational methodology will be presented that are 

designed to simulate complex (biomolecular and other soft matter) systems across multiple length 

and time scales. The approach provides a systematic connection between all-atom molecular 

dynamics, coarse-grained modeling, and mesoscopic phenomena. At the heart of these concepts are 

methods for deriving coarse-grained models from molecular structures and their underlying atomic-

scale interactions. This particular aspect of the work has strong connections to the procedure of 

renormalization, but in the context of CG models it is developed and implemented for more 

heterogeneous systems. An important new component of our work has been the concept of the 

“ultra-coarse-grained” (UCG) model and its associated computational implementation. In the UCG 

approach, the CG sites or “beads” can have internal states, much like quantum mechanical states. 

These internal states help to self-consistently quantify a more complicated set of possible 

interactions within and between the CG sites, while still maintaining a high degree of coarse-

graining in the modeling. At present, the UCG equations of motion can be solved in two limits, one 

of which has similarities to quantum surface hopping in the case of rare internal CG site state 

transitions, while the other limit is akin to Born-Oppenheimer or Ehrenfest dynamics in the limit of 

rapid local equilibration of the CG internal states. In either case, the presence of the CG site internal 

states greatly expands the possible range of systems amenable to accurate CG modeling, including 

quite heterogeneous systems such as aggregation of hydrophobes in solution, liquid-vapor and 

liquid-solid interfaces, and complex self assembly processes such as occurs for large multi-protein 

complexes. 
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Oriented Electric Fields as Future Smart Reagents in Chemistry. 
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Oriented external-electric-fields (OEEFs) as “smart reagents” are no longer a theoretical 

dream. The talk discusses the wide-ranging potential of using OEEFs to catalyze and 

control a variety of non-redox reactions and impart selectivity at will.
[1]

 An OEEF along 

the direction of electron reorganization, the so-called “reaction axis”, will catalyze 

nonpolar reactions, control regioselectivity and induce spin-state selectivity. Simply 

flipping the direction of the OEEF or orienting it off of the reaction-axis, will control at 

will, the endo/exo ratio in Diels-Alder reactions and steps in enzymatic catalytic cycles. 

The talk will try to highlight these outcomes using theoretical results for H-abstraction 

reactions, epoxidation of double bonds, C-C bond making reactions, proton transfers, and 

the cycle of the enzyme cytochrome P450, as well as recent experimental data. We 

postulate that, as experimental techniques mature, chemical syntheses may become an 

exercise in zapping oriented molecules with OEEFs! 

	

 

 

 

 

       [1]  S. Shaik, D. Mandal, R. Ramanan, Nature Chem. 8, 1091 (2016).	
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1
Laboratory for Computational Molecular Design, Institute of Chemical Sciences and 

Engineering, Ecole polytechnique fédérale de Lausanne (EPFL), CH-1015 Lausanne, 

Switzerland.	
2
National Center for Computational Design and Discovery of Novel Materials (MARVEL), 
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Volcano plots are common tools used by the heterogeneous catalysis and electrochemistry 

communities to compare the thermodynamic profiles of different catalysts. These plots 

pictorially represent Sabatier’s principle, which states that the interaction between a 

substrate and a catalyst should be neither too weak nor too strong[1]
 
Despite their inherent 

ability to identify attractive catalysts and to facilitate understanding of the roles that metal 

and ligand choice have on cycle energetics, volcano plots describing homogeneous 

catalytic processes have only recently been realized[2] To meet the unique challenges of 

homogeneous catalysis, these plots must be further extended beyond the simple 

thermodynamic picture[3]. Most recently, we have sought to systematically gauge the 

impact of multiple factors (e.g., a transmetallation partner) that influence catalytic cycle 

energetics through the creation of three-dimensional volcano plots.[4] Using cross-

coupling reactions as a prototypical model, these 3D plots allowed us to uncover a kind of 

“cross-coupling genome” that not only enhances fundamental understanding of this 

important class of chemical reactions, but also reveals strategies for developing new 

catalytic systems. 

 

 
 

[1] P. Sabatier, La Catalyse en Chimie Organique, Librarie Polytechnique, Paris, 1913. 

[2] M. Busch, M.D. Wodrich, C. Corminboeuf, Chem. Sci. 6, 6754 (2015). 

[3] M.D. Wodrich, M. Busch, C. Corminboeuf, Chem. Sci. 7, 5723 (2016). 

[4] M. Busch, M.D. Wodrich, C. Corminboeuf, submitted for publication. 
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Moffett Field, CA 94035, United States 

 

Abstract: Laboratory experiments have shown that the UV photo-irradiation of low-

temperature ices of astrophysical interest, with addition of pyrimidine, leads to the 

formation of nucleobases: uracil, cytosine and thymine [1]. In the first part of this talk we 

investigate a possible route to the formation of cytosine via the irradiation of pyrimidine in 

the presence of water and ammonia ices.                                                                              

In the second part, we investigate the strength of hydrogen bonding interactions between 

two cytosine molecules as a preliminary step to evaluating their use in polymer networks.  

 

 

[1]  M. Nuevo, S. N. Milam, S. A. Sandford, Astrobiology 12 295 (2012); C. K. Materese,  

M. Nuevo, P. P. Bera, T. J. Lee, S. A. Sandford, Astrobiology 13, 948 (2013). 
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Rational Design of Chemical Reactions 
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The aim of this talk is to convey a way of understanding the factors that determine bonding 

and reactivity in the framework of quantitative Kohn-Sham molecular orbital theory. To 

this end, I will first discuss the activation strain model (ASM, also known as 

distortion/interaction model, D/I-M) which creates causal relationships between reactivity 

trends, on one hand, and the physical properties of reactants and the type of chemical 

transformation, on the other hand [1-3]. The ASM covers not only the interaction between 

reactants but also the energy needed to distort them as they proceed along the reaction 

coordinate. A typical activation strain diagram (ASD) can be found in the illustration, 

showing the strain associated with distortion of reactants as well as the interaction between 

the ever more distorted reactants for a metal-mediated bond-activation reaction. In this 

presentation, examples of ASM applications to organic and inorganic chemistry comprise 

SN2 substitution and E2 elimination, oxidative addition as well as selected pericyclic 

reactions. Our reactivity model is causative, transparent, and, within the accuracy of the 

employed compute engine, it is also exact.  
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Figure 1. Schematic activation strain 

diagram (ASD) for bond activation via 

oxidative addition. 

 
[1] F. M. Bickelhaupt, K. N. Houk, Angew. Chem. Int. Ed., DOI: 10.1002/anie.201701486. 

[2] L. P. Wolters, F. M. Bickelhaupt, WIRES Comput. Mol. Sci. 5, 324 (2015). 

[3] I. Fernandez, F. M. Bickelhaupt, Chem. Soc. Rev. 43, 4953 (2014). 
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Development and Applications of Direct Dynamics Simulations 
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Direct dynamics is a classical chemical dynamics simulation in which the potential energy, 

gradient, and possibly Hessian are obtained directly from an electronic structure theory 

[1,2]. The simulations are computationally demanding and approaches for enhancing their 

execution will be discussed. Comparisons with experiment are important and accurate 

potential energy surfaces (PESs) are necessary, as well as proper initial conditions for the 

simulation’s trajectories. The ability of DFT methods to accurately represent multi-

dimensional properties of the PES, and not only stationary points, will be discussed. 

Applications to gas-phase SN2 reactions, including micro-solvation, and collision-induced 

dissociation of peptide ions will be emphasized. 

[1] M. Paranjothy, R. Sun, Y. Zhuang, and W. L. Hase, WIREs Comput. Mol. Sci. 3, 296 

(2013). 

2. S. Pratihar, X. Ma,  Z. Homayoon, G. L. Barnes, and W. L. Hase, J. Am. Chem. Soc. 

139, 3570 (2017) 
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Refining First-Principles Photo-Electrocatalysis 

 

Karsten Reuter1
 

1Chair for Theoretical Chemistry and Catalysis Research Center,  

Technical University of Munich, Lichtenbergstr. 4, 85747 Garching, Germany 

 

 

First-principles based computational modelling assumes an ever increasing role in 

understanding and partly already optimizing catalysts for photo-electrochemical reactions. 

The success of prevalent approaches like the computational hydrogen electrode (CHE) 

thereby relies largely on a numerical efficiency sufficiently high as to allow for large-scale 

screening of catalyst materials. Such efficiency arises out of well-chosen descriptors that 

ideally condense the mechanistic understanding of the ongoing catalytic reactions at the 

solid-liquid interface. 

In recent years, there is increasing evidence that this understanding needs further scrutiny. 

Critical aspects in this respect are the neglect of solvation effects, the assumption of 

pathways that exclusively proceed via proton-coupled electron transfer steps, and the 

neglect of any kinetic limitations in the CHE approach. In this talk I will review our recent 

activities in addressing these issues with detailed first-principles based multiscale 

modeling approaches. Thereby, in particular embedding approaches – both on the solid and 

the liquid side of the interface – have the potential for a refined description without 

sacrificing computational efficiency. 
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From dye-sensitized TiO2 to dye-Sensitized NiO heterointerfaces: a new 

challenge for theory. 

	

Simone Piccinin,
1 
Dario Rocca,

2
 Mariachiara Pastore

2
	

1 CNR-IOM DEMOCRITOS c/o SISSA, Via Bonomea 265, 34136 Trieste, Italy 
2 CNRS - Universite de Lorraine, Boulevard des Aiguillettes, BP 70239 54506 

Vandoeuvre-les-Nancy Cedex, France 

 

In the context of solar energy exploitation, dye-sensitized 

solar cells (DSCs)
1
 and dye-sensitized 

photoelectrosynthetic cells (DSPECs)
2
 offer the promise of 

cost effective sunlight conversion and storage, 

respectively. Dye-functionalization of p-type 

semiconductors (like NiO) can be either exploited to build 

p-type DSC architectures (Figure 1) or employed in a 

water splitting cell at the photocathode for water reduction. 
Despite the huge interest in developing efficient p-type 

electrodes, up to now the solar-energy-to-electric-energy 

conversion efficiency of the n-type DSC is still one order 

of magnitude higher than the inverse counterpart.
3
 

Moreover, the characterization of the electronic and 

structural properties of the complex 

NiO/solvent/dye/electrolyte (catalyst) interface is still poor when compared to the level of 

understanding reached for TiO2 sensitized photoanodes, from both the experimental and 

computational point of view.
4,5

 In an effort to improve the predictive power of theoretical 

simulations and the fundamental understanding for these systems, here we tackle the 

dynamical modelling of a full dye-sensitized NiO heterointerface, including the water 

environment.6 We will discuss the main methodological limitations of state-of-the art DFT 

methodologies in predicting the energy level alignment across the dye/semiconductor 

interface and the challenging definition of a proper structural model needed to reliably 

capture the interface complexity.  

 

References. 

[1] M. Grätzel, Acc. Chem. Res., 42, 1788 (2009). 

[2] W. J. Youngblood, S.-H. A. Lee, K. Maeda, T. E. Mallouk, Acc. Chem. Res., 42, 1966 

(2009). 

[3] F. Odobel, L. Le Pleux, Y. Pellegrin, E. Blart, Acc. Chem. Res., 43, 1063 (2010). 

[4] M. Pastore, F. De Angelis, Top. Curr. Chem., Springer Berlin Heidelberg: 1- 86 (2014) 

[5] M. Pastore, F. De Angelis, J. Am. Chem. Soc. 137, 5798 (2015) 

[6]  S. Piccinin, D. Rocca, M. Pastore (in preparation) 
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a p-type DSC 
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Atomistic Modeling of Nanocluster Based Electrodes for Fuel Cell 

Applications 

Arup Mahata
1
, Biswarup Pathak

1
 

1
Discipline of Chemistry, Indian Institute of Technology Indore, Indore, India 

 

 

Proton exchange membrane (PEM) fuel cells are promising sources of clean energy due to 

their high efficiency, low operating temperature, and zero carbon emission. However, the 

performance of such fuel cell largely depends on the performance of the oxygen reduction 

reaction (ORR) at the cathode. The slow kinetics of ORR and expensive Pt metal in the 

Pt/C based electrodes prevents the commercialization of PEM fuel cells. Therefore, 

lowering Pt loading without compromising the performance of a fuel cell can be 

challenging. In order to lower the Pt loading, Pt-nanocluster based electrodes [Figure] are 

best alternatives and may improve the performance of such fuel cell. However, stability 

can be an issue for such cases. For this, alloying Pt with other metals may improve the 

stability with compromising the performance. So, the main objective of this talk is to 

discuss all these aspects [1-6] towards the nanocluster based electrodes for fuel cell 

applications. 

 

 

[1]A. Mahata, I. Choudhuri, B. Pathak, Nanoscale 7, 13438 (2015). 

[2] A. Mahata, K. S. Rawat, I. Choudhuri, B. Pathak, Catalysis Science and Technology, 6, 

7913 (2016). 

[3]A. Mahata, P. Bhauriyal, K. S. Rawat, B. Pathak, ACS Energy Letters, 1, 797 (2016). 

[4]A. Mahata, K. S. Rawat, I. Choudhuri, B. Pathak, Journal of Materials Chemistry A, 4, 

12756 (2016). 

[5]A. Mahata, K. Singh Rawat, I. Choudhuri, B. Pathak, Scientific Reports, 6, 25590 

(2016). 

[6] A. Mahata, B. Pathak, Journal of Materials Chemistry A, 5, 5303 (2017). 
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Understanding Intramolecular Singlet Fission Process in D-A Polymer From 

Correlated Wavefunction Perspective 

 

Zhigang Shuai and Jiajun Ren 

Department of Chemistry, Tsinghua University, Beijing, China 

 

 

Singlet fission (SF) phenomena has aroused strong interests in recent years due to 

the possible appication in enhancing the photovoltaic efficiency. The intermolecular SF 

process has been investigated widely and a comprehensive picture has been emerged 

recently. However, the intramolecular SF process discovered by Busby et al. [1] is full of 

controversies, especially regarding the role of the dark 2Ag state. The fact that the double-

excitation (dark 2Ag state) lies below single excitation (1Bu) discovered experimentally by 

Hudson and Kohler demonstated the essential role of electron correlation effect for excited 

states. Regarding the role of the dark 2Ag state, two conflicting mechanisms have been 

proposed: (i) pros mechanism: the dark state 2Ag symmetry broken which led to direct 

photoabsorption followed by splitting into two triplet states [2], nanmely 2Ag<1Bu is 

essential; (ii) cons mechanism: then the dark 2Ag state serves as a deactivation pathway, 

detrimental for iSF [3], namely, 2Ag>1Bu is required for iSF. Targetting such 2Ag state 

for large molecule becomes intractable because of the multireference difficulty. Density 

matrix renormalization group theory has been shown to be nearly exact for conjugated 

linear chain, even for the low-lying excited states.  We here propose a novel mechanism 

through DMRG study along with correlation functions analysis [4]. We find that (i) the 

2Ag is of intrinsically TT character and (ii) it serves as an active pathway for iSF instead 

of deactivation channel; and (iii) according to this model, the much lower iSF quantum 

yield for oligomer is due to the larger non-adiabatic coupling between 2Ag and 1Ag than 

in polymer. 

 

[1] E. Busby, J. Xia, Q. Wu, J. Z. Low, R. Song, J. R. Miller, X.Y. Zhu, L. M. Campos, M. 

Y. Sfeir, Nature Mater. 14, 426 (2015). 

[2] K. Aryanpour, T. Dutta, U. N. Huynh, Z. V. Vardeny, S. Mazumdar, Phys. Rev. Lett. 

115, 267401 (2015). 

[3] E. Busby, J. Xia, J. Z. Low, Q. Wu, J. Hoy, L. M. Campos, M. Y. Sfeir, J. Phys. Chem. 

B 119, 7644 (2015). 

[4] Jiajun Ren, Qian Peng, Xu Zhang, Yuanping Yi, Zhigang Shuai, J Phys Chem Lett. 8, 

2175 (2017)  
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Exchange-correlation functionals from density scaling

David J Tozer1

1Department of Chemistry, Durham University, South Road, Durham, UK

Density scaling considerations can be used to determine unconventional DFT exchange-correlation

functionals, with desirable characteristics such as approximate satisfaction of Koopmans’ the-

orem (including negative anion HOMO energies) and exact asymptotic exchange-correlation

potentials [1]. We shall describe our most recent work in this area.

[1] J. G. Gledhill and D. J. Tozer, J. Chem. Phys. 143, 024104 (2015).
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Self-interaction Corrected Energy Functional Applied to Molecules and Solids

Hannes Jónsson1,2,3

1Science Institute and Faculty of Physical Sciences, University of Iceland, Reykjavík, Iceland
2Department of Chemistry, Brown University, USA

3Department of Applied Physics, Aalto University, Finland

Localized electronic states and weakly bound electrons extending far from atom nuclei are ex-
amples where practical implementations of Kohn-Sham density functional theory (DFT) such as
GGA, meta-GGA and hybrid functionals tend to fail. A fully variational and self-consistent im-
plementation of the Perdew-Zunger self-interaction correction (PZ-SIC) using complex optimal
orbitals [1] has been applied to several such systems and found to give good results. Calcula-
tions of dipole bound anion [2], Rydberg excited states of molecules and molecular clusters [3],
localized charge state in a diamine cation [4] and electronic holes in oxide crystals [5] will be
presented. The computational effort of the PZ-SIC calculations scales with system size in the
same way as DFT/GGA calculations but the prefactor is large since an effective potential needs
to be evaluated for each orbital (calculations that could, however, be carried out in parallel) and
optimal orbitals need to be found in terms of the Kohn-Sham orbitals. PZ-SIC is an example
of an extended functional form where the energy depends explicitly on the orbital densities,
not just the total electron density. While significant improvements are obtained with PZ-SIC
compared with practical implementations of Kohn-Sham DFT, problems can also be introduced
such as incorrect symmetry breaking [6]. The orbital density dependent functional form could,
however, be exploited more generally to develop a self-interaction free functional rather than
as a correction to Kohn-Sham functionals, thereby providing a mean field theory for optimal
orbitals and orbital energies.

[1] S. Lehtola and H. Jónsson, J. Chem. Theory Comput. 10, 5324 (2014); S. Lehtola, E. Ö.
Jónsson, and H. Jónsson, J. Chem. Theory Comput. 12, 4296 (2016).

[2] Y. Zhang, P.M. Weber and H. Jónsson, J. Phys. Chem. Letters 7, 2068 (2016).

[3] H. Gudmundsdóttir, Y. Zhang, P.M. Weber and H. Jónsson, J. Chem. Phys. 141, 234308
(2014).

[4] X. Cheng, Y. Zhang, E. Jónsson, H. Jónsson and P.M. Weber, Nature Communications

7, 11013 (2016).

[5] H. Gudmundsdóttir, E. Ö. Jónsson and H. Jónsson, New Journal of Physics 17, 083006
(2015).

[6] S. Lehtola, M. Head-Gordon and H. Jónsson, J. Chem. Theory Comput. 12, 3195 (2016).
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Combining density-functional theory and many-body methods

Julien Toulouse1

1Laboratoire de Chimie Théorique, Université Pierre et Marie Curie, Sorbonne Universités,

CNRS, Paris, France

Nowadays, a major strategy for improving approximations in density-functional theory (DFT)

is to combine DFT with many-body methods such as many-body perturbation theory. Range

separation of the electron-electron interaction provides a practical way of performing such a

combination by using a (semi)local-density approximation for the short-range part and an ex-

plicit many-body approximation for the long-range part. It combines the best of both worlds:

an accurate and compact description of short-range interactions by DFT approximations and an

accurate description of long-range nonlocal interactions by many-body approximations, while

avoiding any double counting of electron correlations.

After giving an overview of such approaches, I will present some recent advances concerning:

- Range-separated hybrid methods for describing ground-state correlations in molecular and

solid-state systems, based on second-order perturbation theory and random-phase approxima-

tions [1, 2, 3, 4];

- Range-separated hybrid methods for calculating excitation energies in molecular systems,

based a long-range frequency-dependent second-order Bethe-Salpeter correlation kernel [5].

[1] B. Mussard, P. Reinhardt, J. G. Angyan, J. Toulouse, J. Chem. Phys. 142, 154123 (2015).

[2] G. Sansone, B. Civalleri, D. Usvyat, J. Toulouse, K. Sharkas, L. Maschio, J. Chem.

Phys. 143, 102811 (2015).

[3] S. Smiga, O. Franck, B. Mussard, A. Buksztel, I. Grabowski, E. Luppi, J. Toulouse, J.

Chem. Phys. 145, 144102 (2016).

[4] B. Mussard, J. Toulouse, Mol. Phys. 115, 161 (2017).

[5] E. Rebolini, J. Toulouse, J. Chem. Phys. 144, 094107 (2016).
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Dispersion interactions from the exchange-hole dipole moment

Erin R. Johnson1

1Department of Chemistry, Dalhousie University, 6274 Coburg Road, Halifax, Canada

The exchange-hole dipole moment (XDM) method is a density-functional model of London

dispersion based upon second-order perturbation theory. The XDM dispersion coefficients are

non-empirical and depend directly on the electron density and related properties. XDM offers

simultaneous high accuracy for a diverse range of chemical systems, such as dispersion-bound

complexes, hydrogen-bonding, halogen-bonding, metallophilic interactions, molecular crystals,

layered materials, and physisorption and chemisorption on metal surfaces. The model’s success

is due to variation of the atomic dispersion coefficients with chemical environment. Recent

applications of XDM will be presented.
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Factorizations of the exchange-correlation hole 

 

Matthias Ernzerhof 

Department of Chemistry, University of Montreal, Canada 

 

 

The exchange-correlation hole ρXC(r,r+u) is a key notion in density functional theory and 

most functionals for the exchange-correlation energy rely on known properties of 

ρXC(r,r+u). The hole ρXC(r,r+u) describes the reduction in electron density at point r+u 

due to the presence of an electron at the reference point r. We employ [1,2] a factorization 

approach to model ρXC(r,r+u) where ρXC(r,r+u)=fC(r,r+u) ρX(r,r+u). The correlation 

factor fC(r,r+u) turns ρX(r,r+u) into the exchange-correlation hole. Using exact 

constraints, we develop representations for fC(r,r+u) that address problems such as self-

interaction and strong correlation. The correlation factor reduces to one in cases were 

exchange-correlation reduces to exchange.  A means to gain insight about ρXC(r,r+u) and 

fC(r,r+u) is the adiabatic connection (AC). The AC relates ρXC(r,r+u) to ground-state 

wave functions that depend on the coupling constant λ, which scales the electron-electron 

repulsion. While only λ values between 0 and 1 are relevant for ρXC(r,r+u), larger λ-values 

are useful for the construction of interpolations for the AC. In particular, we focus on the 

strong-correlation (λ→∞) limit and develop approximations [3,4] to the exchange-

correlation hole in this limit. Starting from the electron density ρ(r+u) as a function of the 

reference point r and the electron-electron separation u, exchange-correlation factors 

fXC(r,r+u)  are considered that convert ρ(r+u) into the exchange-correlation hole of the 

strong-correlation (SC) limit, i.e., ρXC
SC(r,r+u)= fXC

SC(r,r+u) ρ(r+u). The resulting 

exchange-correlation energy for the SC limit is then used to construct [3,4] various AC 

interpolations and hybrid schemes.  

 

[1] J. Přecechtělová, H. Bahmann, M. Kaupp, M. Ernzerhof J. Chem. Phys. 

Communication 141, 111102 (2014). 

[2] J. Přecechtělová, H. Bahmann, M. Kaupp, M. Ernzerhof J. Chem. Phys. 143, 144102 

(2015). 

[3] Y. Zhou, H. Bahmann, M. Ernzerhof, J. Chem. Phys. 143, 124103 (2015). 

[4] H. Bahmann, Y. Zhou, M. Ernzerhof, J. Chem. Phys. 145, 124104 (2016). 
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Multi-scale methods for electron and exciton transfer in biological and organic 

materials  

	

Marcus Elstner	

 Institute of Physical Chemistry, KIT, Karlsruhe, Germany 

 

 

In the last years, we have developed a computational methodology to simulate charge 

transfer processes in complex systems. Due to the large system size, which has to be 

treated quantum mechanically, we have developed a coarse-grained quantum/classical 

methodology, which allows to describe the dynamics of the electronic system coupled to 

the dynamics of environment, e.g. the protein in water solvent. Charge-transfer (CT) 

parameters are computed using a fragment orbital approach applying the approximate 

Density Functional method SCC-DFTB. Environmental effects are captured using a 

combined quantum mechanics/molecular mechanics (QM/MM) coupling scheme and 

dynamical effects are included by evaluating these CT parameters along extensive classical 

molecular dynamics (MD) simulations. Using this methodology, the time course of the 

charge can be followed by propagating the hole wave function using the time dependent 

Schrödinger equation for the Tight Binding Hamiltonian, which can also be used to 

compute the transmission and current through e.g. DNA nano-wires. The photo-activation 

of E. coli Photolyase involves, after photoexcitation of the chromophore and energy 

transfer to FAD, a long range hole transfer along a chain of Trp residues. Since this 

process could not be modelled using Marcus theory with parameters computed with 

classical equilibrium MD simulations, we used fully coupled non-adiabatic 

(Ehrenfest/surface hopping) quantum mechanics/molecular mechanics (QM/MM) 

simulations. The most recent extension concerns applications to charge and exciton 

dynamics in organic materials 

 

 

[1] T. Kubař and M. Elstner, Phys. Chem. Chem. Phys. 15, 5794 (2013) 

[2] T. Kubař, R. Gutiérrez, U. Kleinekathöfer, G. Cuniberti, M. Elstner, physica status 

solidi 250, 2277 (2013) 

[3] G. Lüdemann, I. A. Solov’yov, T. Kubař, M. Elstner, J. Am. Chem. Soc. 137, 1147 

(2015) 

[4] B. Popescu et al., Phys. Rev. Lett.  109, 17680 (2012) 

[5] A. Heck, J. Kranz and M. Elstner. J. Chem. Theory Comput. 12,3087 (2016) 

[6] J. Kranz, M. Elstner. J. Chem. Theor. Comput. 12, 4209 (2016) 
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Solvation and solvent-mediated driving forces: Spatially resolved information 

from detailed atomistic trajectories  
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Thermodynamic driving forces of biomolecular processes, i.e. changes in free energy, are 

the sum of multiple contributions. These include changes in the internal energy of flexible 

molecules, conformational entropies and solvation free energies. The individual 

contributions are large in magnitude and often of opposite sign, resulting in significant 

compensations of favorable and unfavorable terms.  

To provide a molecular understanding of the working mechanisms of enzymes or to 

develop high affinity ligands as potential drugs, we require a detailed microscopic 

understanding of the underlying driving forces and free energy changes. Here, we utilize 

atomistic molecular dynamics simulations to investigate in detail important contributions 

to the free energy, in particular solvation free energies, enthalpies and entropies.  

We propose a method that allows us to obtain spatially resolved contributions to the 

solvation free energy, which utilizes the spectrum of intermolecular vibrations in the 

solvent to obtain entropic information. We test the approach for small molecules solvated 

in water for which we reproduce experimental data. In addition, we identify distinct 

species of hydration water molecules near characteristic functional groups based on their 

vibrational signatures. 

We then apply the method to entire proteins, which allows us to characterize the 

thermodynamic properties of water solvating complex biomolecular surfaces. Further, we 

analyze the contribution of the solvation free energy to the thermodynamic driving force of 

a conformational transition, highlighting the importance of compensating effects as well as 

exact and approximate cancellations. We then suggest new applications of spatially 

resolved solvation free energies in multi-scale modelling approaches for complex 

biomolecular systems. 

 

 

 

 

 

I-283



Deciphering Molecular Mechanisms of Energy-Converting Proteins from 

Simulations Across Scales 

Ville R. I. Kaila
1
	

1
Department of Chemistry, Technical University Munich, Lichtenbergstraße 4, 85747 

Garching, Germany	

 

Biological energy conversion is driven by remarkable proteins that capture and convert 

chemical and light energy into other energy forms. In this talk, I will show how multi-scale 

quantum and classical molecular simulations can be used to obtain a molecular-level 

understanding of the structure, energetics and dynamics of energy-capturing proteins, and 

to characterize their spectroscopic properties in different intermediate states. By combing 

large-scale classical molecular dynamics simulations with quantum chemical cluster 

models and hybrid quantum mechanics-classical mechanics (QM/MM) calculations, we 

have studied the function of respiratory and photosynthetic enzymes, as well the 

mechanisms of light-capture in many photobiological systems. We find that coupled 

electrostatic-, conformational-, and hydration changes provide essential functional 

elements in these systems.  

 

       [1] A. Di Luca, A. P. Gamiz-Hernandez, V.R.I. Kaila, submitted. 

       [2] C.-M. Suomivuori, A. P. Gamiz-Hernandez, D. Sundholm, V. R. I. Kaila, Proc. 

Natl. Acad. Sci. USA (2017) (in press) 

       [3] V. Sharma, G. Belevich, A.P. Gamiz-Hernandez, T. Rog, I. Vattulainen, M.L. 

Verkhovskaya, M. Wikström, G. Hummer, V.R.I.  Kaila, Proc. Natl. Acad. Sci. USA 112, 

11571 (2015). 

       [3] S. Supekar, A.P. Gamiz-Hernandez, V.R.I. Kaila, Angew. Chemie Intl. Ed. 55, 

11940 (2016) 

       [5] A.P. Gamiz-Hernandez, I.A. Neycheva, R. Send, D. Sundholm, V.R. I. Kaila, 

Angew. Chemie. Intl. Ed. 54, 11564 (2015) 
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Efficient approximation of configurational entropy changes upon binding to 

biomolecules 

 

Ido Ben-Shalom1, Holger Gohlke1 

1Institute for Pharmaceutical and Medicinal Chemistry, Heinrich Heine University 

Düsseldorf, Universitätsstr. 1, 40225 Düsseldorf, Germany 

 

 

A major uncertainty in binding free energy estimates for protein-ligand complexes by 

methods such as MM-PB(GB)SA or docking scores results from neglecting or 

approximating changes in the configurational entropies (∆Sconfig.) of the solutes. In 

MM/PB(GB)SA-type calculations, ∆Sconfig. has usually been estimated in the rigid rotor, 

harmonic oscillator approximation. Here, we present the development of two 

computationally efficient methods to approximate ∆Sconfig. I) in terms of the reduction in 

translational and rotational freedom of the ligand upon protein-ligand binding (∆SR/T),(1) 

starting from the flexible molecule approach,(2) and II) in terms of efficiently 

approximating vibrational entropy changes (∆Svib) upon binding to biomolecules(3) based 

on rigidity theory.(4, 5) Our results suggest that our approaches are valuable, 

computationally more efficient complements to existing rigorous methods for estimating 

changes in binding free energy across structurally (weakly) related series of ligands 

binding to one target. 

 

[1] I. Y. Ben-Shalom, S. Pfeiffer-Marek, K.-H. Baringhaus, H. Gohlke, J. Chem. Inf. 

Model. 57, 170 (2017). 

[2] H. X. Zhou, M. K. Gilson, Chem. Rev. 109, 4092 (2009). 

[3] H. Gohlke, I. Ben-Shalom, H. Kopitz, S. Pfeiffer-Marek, K.-H. Baringhaus, J. Chem. 

Theor. Comput. 13, 1495 (2017). 

[4] C. Pfleger, P. C. Rathi, D. L. Klein, S. Radestock, H. Gohlke, J. Chem. Inf. Model. 53, 

1007 (2013). 

[5] S. M. A. Hermans, C. Pfleger, C. Nutschel, C. A. Hanke, H. Gohlke, WIREs - Comp. 

Mol. Sci. 7, e1311 (2017). 
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Theoretical determination of properties of helium for new

temperature and pressure standards

Bogumił Jeziorski1

1Department of Chemistry, University of Warsaw, Pasteura 1, 02-093 Waraw, Poland

Next year the General Conference on Weights and Measures will ratify the redefinition of basic

SI units [1]. Specifically the new kilogram will be defined by fixing the numerical value of the

Planck constant and the new kelvin by fixing the Boltzmann constant. The exact values of these

constants, not decided yet, will be close to the best values measured thus far using the old SI

units. The new definitions of pascal and kelvin, will call for new, more accurate primary pres-

sure and temperature standards [2]. In this talk I will present very accurate calculations of the

polarizability, the two-body interaction potential, and thermophysical properties of helium that

were employed to obtain the current most precise value of the Boltzmann constant and that will

be used to define a new pressure standard and to improve primary temperature standards. The

high accuracy demanded by the metrological application requires determination of the relativis-

tic, quantum electrodynamics, and nonadiabatic coupling effects with reliable error control and

uncertainty estimates. Recent results of such calculations of the dynamic polarizability [3, 4]

and the pair potential [5, 6] of helium will be presented and discussed.

[1] J. Fischer and J. Ulrich, Nature Phys. 12, 4 (2016).

[2] M. R. Moldover, W. L. Tew and H. W. Yoon, Nature Phys. 12, 7 (2016).

[3] K. Piszczatowski, M. Puchalski, J. Komasa, B. Jeziorski and K. Szalewicz,

Phys. Rev. Lett. 114, 173004 (2015).

[4] M. Puchalski, K. Piszczatowski, J. Komasa, B. Jeziorski and K. Szalewicz,

Phys. Rev. A 93, 032515 (2016).

[5] M. Przybytek, B. Jeziorski, W. Cencek, J. Komasa, J. Mehl and K. Szalewicz,

Phys. Rev. Lett. 108, 183201 (2012).

[6] M. Przybytek, W. Cencek, B. Jeziorski and K. Szalewicz,

http://arxiv.org/abs/1706.05687.
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The non-covalent interactions named Beryllium bonds were described for the first time 

some years ago [1].  They arise from the interaction of BeXY molecules, behaving as 

Lewis acids, with conventional Lewis bases. The rather stable complexes formed are the 

result of dramatic electron density distortions of both interacting units.  In this 

communication we will show, through the use of high-level ab initio and density functional 

calculations, that the electron density redistribution associated to the formation of X2Be:Y-

R (X=H, Cl; Y=F, OH, NH2; R=CH3, NH2, OH, F, SiH3, PH2, SH, Cl, NO) complexes is so 

large that leads to the exergonic and spontaneous formation of radicals through the 

homolytic Y–R bond fission [2]. We have also showed that even though the Be–Be bond is 

extremely weak in Be2 dimers, the electron attachment to 1,8-diBeX-naphthalene 

derivatives leads to rather strong Be–Be one-electron sigma bonds, reflected in a dramatic 

shortening of the Be–Be distance with respect to the corresponding neutral molecule [3]. A 

similar effect is behind the behavior of 1,8-diBeXnaphthalene (X=H, F, Cl, CN, CF3, 

C(CF3)3) derivatives as anion sponges [4] (see Figure 1c) very much as 1,8-

bis(dimethylamino) naphthalene derivatives behave as proton sponges.  

 

 

 

Figure 1. (a) Potential energy curves associated to the exergonic formation of radicals from 

BeH2FR complexes.  (b) one-electron localized MO and its population for  1,8-diBeCl-

naphthalene radical anion. (c) 1,8-diBeX-naphthalene derivatives acting as anion sponges. 

[1] P. Sanz,  M. Yáñez,  O.Mó, I. Alkorta,  and  J. Elguero.J. Chem. Theor. Comp. 5, 2763 (2009) 

[2] O. Brea, I. Alkorta, O. Mó, M. Yáñez, J. Elguero, I. Corral Angew. Int. Chem Ed. , 55, 8736 

(2016).  

[3] O. Brea, O. Mó, M. Yáñez, I. Alkorta, J. Elguero Chem. Comm., 52, 9656 (2016) 

[4] O. Brea, I. Corral, O. Mó, M. Yáñez, I. Alkorta,  J. Elguero Chem. Eur. J, 22, 18322 (2016) 
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Improvements of Instanton Theory
to Simulate Atom Tunneling in Astrochemical Reactions

Sean R. McConnell1, Thanja Lamberts1, Lei Song1, Sonia Álvarez-Barcia1,
Jan Meisner1, Andreas Löhle1, April M. Cooper1, Alexander Denzel1,

Johannes Kästner1

1Institute for Theoretical Chemistry, University of Stuttgart, Pfaffenwaldring 55,

Stuttgart, Germany, kaestner@theochem.uni-stuttgart.de

Instanton theory, based on Feynman path integrals, is increasingly used for accurate prediction
of reaction rate constants. We present methodological improvements in several aspects: its
accuracy close to the crossover temperature and its limit below that temperature, its convergence
properties with the number of images, its temperature-dependence for bimolecular rate constants
at low temperature, as well as its dependence on the quality of the potential [1]. Some of these
aspects were improved on by using a microcanonical formulation of instanton theory [2].
We applied instanton theory to several reactions of astrochemical interest [3, 4]. Atom tunneling
allows reactions to proceed at the cryogenic temperatures of the interstellar medium despite a
reaction barrier. These help to explain the formation of water and of the first building blocks of
life.
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Fig.: Rate constants and instanton path for the reaction NH+3 + H2 → NH+4 + H [5].

[1] J. Meisner and J. Kästner. Angew. Chem. Int. Ed., 55, 5400–5413 (2016).

[2] S. R. McConnell, A. Löhle, and J. Kästner. J. Chem. Phys., 146, 074105 (2017).

[3] L. Song and J. Kästner. Phys. Chem. Chem. Phys., 18, 29278–29285 (2016).

[4] T. Lamberts, P. K. Samanta, A. Köhn, and J. Kästner. Phys. Chem. Chem. Phys., 18,
33021–33030 (2016).

[5] S. Álvarez-Barcia, M.-S. Russ, J. Meisner, and J. Kästner. Faraday Disc., 195, 69–80
(2016).
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Borophenes, Borospherenes, Boranes, 3D-Boron Allotropes  

and Boron-Rich Solids.  
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Abstract: Structural complexity is the hall mark of the chemistry of boron. Recently 

observed 2D Boron monolayers (borophenes) is no exception.
[1,2]

 These are shown to have 

differing number of hexagonal holes.
[3] 

An electron counting strategy shows the 

inevitability of hexagonal holes in borophene.
[4]

 The number (hole density, HD) and 

distribution of hexagonal holes decide the binding energy per boron in the monolayer 

borophenes. The relationship between binding energy and the HD changes dramatically 

when the borophene is on Ag (111) surface. The requirement of holes in borospherenes 

(boron fullerenes) follow from these.
[5]

 The HD and distribution of holes echo the 

distribution of the vacancies and extra occupancies in the complex β-rhombohedral 

boron.
[6]

  The presentation will attempt to bring inter-relationship among boranes, 

borospherenes, borophenes and beta-rhombohedral boron. 

 

 

References: 

[1] A. J. Mannix, et al., Science 350, 1513 (2015). 

[2] (a) B. Feng, et al., Nat Chem 8, 563 (2016). (b) Z. Qing, et al., J. Phys. Condens. 

Matter 29, 095002 (2017). 

[3] (a) H. Tang and S. Ismail-Beigi, Phys. Rev. Lett. 99, 115501 (2007). (b) X. Wu, J. Dai, 

Y. Zhao, Z. Zhuo, J. Yang, and X. C. Zeng, ACS Nano 6, 7443 (2012). 

[4] N. Karmodak and E. D. Jemmis, Angew. Chem., Int. Ed., (2017). DOI: 

10.1002/anie.201610584. 

[5] (a) H.-J. Zhai, et al., Nat Chem 6, 727 (2014). (b) N. Karmodak and E. D. Jemmis, 

Chemistry–An Asian Journal 11, 3350 (2016). 

[6] (a) E. D. Jemmis and M. M. Balakrishnarajan, J. Am. Chem. Soc. 123, 4324 (2001). (b) 

E. D. Jemmis and D. L. Prasad, J. Solid State Chem. 179, 2768 (2006). (c) Q. An, K. M. 

Reddy, K. Y. Xie, K. J. Hemker, and W. A. Goddard, Phys. Rev. Lett. 117, 085501 (2016). 

(d) N. Karmodak and E. D. Jemmis, Phys. Rev. B 95, 165128 (2017). 
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On the accuracy of Coupled-Cluster-type methods describing excited states

Péter G. Szalay1, Attila Tajti1, Balázs Partos1, Devin A. Matthews2,

John F. Stanton3

1ELTE Eötvös Loránd University, Budapest, Hungary
2University of Texas at Austin, Austin, USA

3University of Florida, Gainesville, Florida, USA

There are a large number of benchmark papers which investigate the performance of excited

state methods by comparing vertical excitation energies to reference values. The reference val-

ues are taken from various sources, with their quality depending on the size of the molecule.

Often, these tests concentrate on valence states only and do not include basis functions which

are necessary to describe Rydberg states, which can bias the conclusions.

The fundamental question, however, is, whether tests including just excitation energies provide

enough information on accuracy. In applications, one often considers the (full or local) potential

energy surface or properties obtained from it. For example, to compare the excitation spectrum

with experimental observation, vibrational effects need to be included in the simulation in even

the simplest cases. Even more obvious is the need for the potential energy surface if one is

interested in the processes taking place after the excitation. The accuracy of vertical excitation

energies alone does not give reliable information about the quality of the associated potential

energy surface. Thus, in order to investigate the performance of various methods on excited

state surfaces, benchmarks need to go beyond the comparison of vertical excitation energies.

In this contribution, we will extend the scope of excited state benchmark calculations to include

the above aspects. First, we present a most systematic survey of vertical excitation energies,

where we a) use high level (single) reference values including iterative triple excitations; b)

include and separately discuss valence and Rydberg states; and c) discuss the behavior of the

results with molecular size, bonding patterns, excitation type, etc. Second, we report benchmark

results on quantities which represent the quality of the excited state surfaces like equilibrium

geometries, Franck-Condon forces, and shape of the steepest decent curves.

The methods we compare represent approximations, as well as extensions with respect to the

“standard” CCSD level (EOM-CCSD). In the first category we include popular methods like

CIS(D), CC2-LR, ADC(2), and other, less often used rigorous second order methods (EOM-

CCSD(2) or PEOM-MBPT(2)). As for the latter methods, we include both iterative (CC3-LR,

EOM-CCSDT-3) and non-iterative (EOM-CCSD(T), EOM-CCSD(T̃ ), CCSD(T)(a)*, CCSDR3-

LR) variants.

The general conclusion is that these methods perform very differently for the various properties.

Although one can obtain good results with second order methods – in particular for the vertical

excitation energies of valence states – there are only certain triples methods which can be trusted

in general.
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Recent Developments in Random Phase Approximation Methods

Filipp Furche, Vamsee K. Voora, Sree Ganesh Balasubramani, Guo P. Chen,

Matthew M. Agee, Mikko J. Muuronen

University of California, Irvine, Department of Chemistry, 1102 Natural Sciences II, Irvine,

CA 92697-2025, USA

Random phase approximation (RPA) methods for computing the ground-state correlation energy

of many-electron systems have evolved from a semi-analytical technique for model Hamiltoni-

ans to a powerful tool for ab initio electronic structure calculations in chemistry and materials

science [1]. I will review recent developments in four areas: (i) Accuracy and robustness of

RPA methods, (ii) molecular properties, (iii) interpretation tools for electron correlation, (iv)

efficient algorithms. Particular emphasis will be placed on a new orbital optimization scheme

which dramatically reduces density driven error inherent in semi-local density functional cal-

culations without requiring optimized effective potentials. The performance of RPA methods

will be illustrated for a broad variety of systems, including small molecules, negative ions,

transition states of organic reaction mechanisms, small-gap d- and f -element compounds, and

weakly bound complexes. I will close with a comparison of RPA methods to other electronic

structure methods such as semi-local density functional theory, Green’s function methods, and

single-reference perturbation and coupled cluster theory.

This material is based upon work supported by the National Science Foundation under CHE-

1464828.

[1] G. P. Chen, V. K. Voora, M. M. Agee, S. Ganesh Balasubramani, F. Furche, Annu. Rev.

Phys. Chem. 68, 421–445 (2017).
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Vertical Excitation Energies from the Adiabatic Connection. 
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We have recently suggested [1] a simple time-independent approach to the computation of 

vertical excitation energies through the "adiabatic connection" of Kohn-Sham density-

functional theory. In tests on accurate reference data of the TBE-2 organic chromophore 

set of Thiel and coworkers, the method matches time-dependent B3LYP in quality. Latest 

developments, and future technical challenges, will be discussed. 

 

 

 

 

       [1]  A.D. Becke, J. Chem. Phys. 145, 194107 (2016). 

I-302



Reliable DFT results with density correction 
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There remain challenges where density functional theory (DFT) suffers from the self-

interaction error. We show that the energy error of any variational density functional 

calculation can be decomposed into errors contributed from the approximate functional and 

that from the self-consistent Kohn-Sham density [1]. In vast majority of DFT calculations, 

the functional error dominates: however, we have found several abnormal cases where the 

density-driven error dominates. In particular, any self-interaction error can be decomposed 

this way and some of them turned out to be density-driven. We suggest a simple cure for 

these abnormal calculations, density corrected density functional theory (DC-DFT). DC-

DFT is a non-variational DFT which uses more accurate density than the self-consistent 

approximate density. One of the simplest ways to implement the method is to use the 

Hartree-Fock density, i.e., HF-DFT, which has been already known to give remarkably 

accurate results in some cases. We also found that a small HOMO-LUMO gap in DFT 

calculations leads to large density-driven errors and, thus, may be used as an indicator of 

abnormal calculations. We discuss examples including simple two electron atom energies 

[1], electron affinities of small molecules [2], dissociation curves [3], and preferred 

geometries of ions and radicals in solution [4], transition metal complexes, and more. In 

addition, the importance of being self-consistent in DFT is discussed.[5] 
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[1] M.-C. Kim, E. Sim, K. Burke, Phys. Rev. Lett. 111, 073003 (2013). 

[2] M.-C. Kim, E. Sim, K. Burke, J. Chem. Phys. 134, 171103 (2011). 

[3] M.-C. Kim, H. Park, S. Son, E. Sim, K. Burke, J. Phys. Chem. Lett. 6, 3802 (2015). 

[4] M.-C. Kim, E. Sim, K. Burke, J. Chem. Phys. 140, 18A528 (2014). 

[5] A. Wasserman, J. Nafziger, K. Jiang, M.-C. Kim, E. Sim, and K. Burke, Annu. Rev. 

Phys. Chem. 68, 25 (2017). 
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Kohn-Sham (KS) methods based on the adiabatic-connection fluctuation-dissipation (ACFD)

theorem can overcome limitations of conventional KS methods based on the local density or

generalized gradient approximations. Most ACFD approaches invoke the random phase ap-

proximation, i.e., take into account only the Hartree kernel in the construction of the required re-

sponse functions via time-dependent density-functional theory. Recently, ACFD methods were

introduced that consider the exchange kernel in addition to the Hartree kernel. [1, 2] Here in a

further step a power series approximation for the correlation kernel of time-dependent density-

functional theory is presented. [3] Using this approximation in the ACFD theorem leads to a new

family of KS methods. The new methods yield reaction energies of molecules with an unprece-

dented accuracy equaling that of coupled-cluster methods. Moreover, the new methods enable a

treatment of static (strong) correlation with an accuracy of high-level multireference configura-

tion interaction methods but are single-reference methods allowing for a black-box-like handling

of static correlation. The new methods exhibit a better scaling of the computational effort with

the system size than rivaling wave-function-based electronic structure methods. Furthermore,

the new methods do not suffer from the problem of singularities in the response functions plagu-

ing previous ACFD methods [4] and therefore are applicable to any type of electronic system,

ranging from dissociating molecules to the homogeneous electron gas.

[1] P. Bleiziffer, A. Heßelmann, A. Görling, J. Chem. Phys. 136, 134102 (2012).

[2] P. Bleiziffer, M. Krug, A. Görling, J. Chem. Phys. 142, 244108 (2015).

[3] J. Erhard, P. Bleiziffer, A. Görling, Phys. Rev. Lett. 117, 143002 (2016).

[4] P. Bleiziffer, D. Schmidtel, A. Görling, J. Chem. Phys. 141, 204107 (2014).
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Variational Principle for Partitioning Molecules into Atomic Contributions 
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The “stockholder” atomic partitioning proposed by Hirshfeld divides molecules into atom-

in-molecule (AIM) pieces that maximally resemble reference atoms, which are 

traditionally determined in an ad hoc fashion. However, the best atomic reference state can 

be determined variationally. This variational Hirshfeld approach has desirable 

mathematical properties, is computationally robust, and gives results that agree with 

chemical intuition. In this talk, the chemical philosophy and mathematical framework of 

variational Hirshfeld partitioning will be presented, along with the results of computational 

tests. 

 

Unlike other competing methods that require significant “design choices” and 

parameterization, the variational Hirshfeld method is so conceptually and mathematically 

simple it can be completely described in a single sentence:  minimize the sum of the 

extended Kullback-Leibler divergences between the densities of the AIMs and the 

reference proatoms with respect to the AIM densities and the parameters that define the 

proatoms, subject to the constraint that the sum of the AIMs’ densities is equal to the 

molecular density. (The proatom densities are a weighted average of the spherically-

averaged electron densities of the isolated atoms and ions, possibly including low-lying 

excited states.) Any change to this simple protocol impairs the method. E.g., changing the 

definition of the proatom densities results in a nonconvex optimization that is difficult to 

perform; changing the extended Kullback-Leibler divergence for a different choice leads to 

methods that are not size-consistent.   
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Conformational effects on σ-electron delocalization in permethylated uniformly helical 
linear oligosilanes (all-ω-SinR2n+2) are addressed by Hartree-Fock and time-dependent 
density functional theory for backbone dihedral angles ω = 55 - 180̊.  The extent of σ 
delocalization is judged by the partition ratio of the highest occupied molecular orbital and 
is reflected in the dependence of its shape and energy and of UV absorption spectra on n.  
The results reveal a transition at ω = ~90 ̊from the "σ-delocalized" limit at ω = 180̊ toward 
and close to the physically non-realizable "σ-localized" tight-helix limit ω = 0.  The 
distinction is also obtained in the Hückel Ladder H and C models of σ delocalization.  An 
easy intuitive way to understand the origin of the two contrasting limits is to first view the 
linear chain as two subchains with alternating primary and vicinal interactions (σ-
hyperconjugation), one consisting of the odd and the other of the even σ(SiSi) bonds, and 
then allow the two subchains to interact by geminal interactions (σ conjugation). 
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Aspects of Chemical Bonding 
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The lecture discusses the electronic structure of molecules which feature bonds that may be 

discussed in terms of dative bonding, covalent bonding and ionic bonding.  
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Are one-electron bonds any different from standard two-electrons covalent bonds? 

David Willian Oliveira de Sousa, Marco Antonio Chaer Nascimento 

Instituto de Química, Universidade Federal do Rio de Janeiro, Cidade Universitária, CT Bloco A       
Sala 41, Rio de Janeiro, RJ 21941-909, Brazil 

 
The nature of the chemical bond is perhaps the central subject in theoretical chemistry. Our understanding 
of the behavior of molecules developed amazingly in the last century, mostly with the rise of quantum 
mechanics (QM) and with QM-based theories such as valence bond and molecular orbital. Such theories 
are very successful in describing molecular properties, but they are not able to explain the origin of the 
chemical bond. This problem was first addressed by Ruedenberg [1], who showed that covalent bonds 
result from quantum interference between one-electron states.The generality of this result and its 
quantification for a large variety of molecules was made possible through the recent development of the 
Generalized Product Function Energy Partitioning method (GPF-EP) [2], which allows the partition of the 
electronic density and energy in their interference and quasi-classical (non-interference) contributions for 
each bond of a molecule, separately. This Interference Energy Analysis (IEA) has been applied to a large 
variety of molecules with single, double and triple bonds, with different degrees of polarity, linear or 
branched, cyclic or not, conjugated and aromatics, to verify the role played by quantum interference. In 
all cases, the conclusion was exactly the same: for each bond of the molecules considered the main 
contribution to its stability comes from the interference term.  
One-electron two-center (2c1e) bonds are the simplest kind of chemical bonds. Yet they are often viewed 
as odd or unconventional cases of bonding. But, are they any different from the conventional (2c2e) 
bonds? If so, what differences can we expect on the nature of (2c1e) relative to electron-pair bonds? In 
this talk we present the extension of the GPF-EP method [3] to describe bonds involving N electrons in M 
orbitals (N<M), show its application to several (2c1e) bonds and compare the results with the respective 
analogous molecules exhibiting the “conventional” two-electron bond. For all cases the GPF results show 
that interference is the dominant effect for the one-electron bonds and, therefore, (2c1e) bonds should not 
be considered as special, since they also result from quantum interference. These results together with the 
ones already obtained for (2c,2e) bonds normally classified as pure covalent, polar or ionic, clearly 
indicate that there is no conceptual difference among them and  that quantum interference provides a way 
for the unification of the chemical bond concept (CNPq, FAPERJ, CAPES). 

 
 [1] Ruedenberg, K.  Rev. Mod. Phys. 1962, 34 (2), 326–376. 
 [2] Cardozo, T. M.; Nascimento, M. A. C. J. Chem. Phys. 2009, 130 (10), 104102; ibid., J. Phys. Chem. 
A 2009, 113 (45), 12541–12548; Cardozo, T. M.; Nascimento Freitas, G.; Nascimento, M. A. C. J. Phys. 
Chem. A 2010, 114 (33), 8798–8805; Fantuzzi, F.; Cardozo, T. M.; Nascimento, M. A. C. Phys. Chem. 
Chem. Phys. 2012, 14 (16), 5479–5488; Vieira, F. S.; Fantuzzi, F.; Cardozo, T. M.; Nascimento, M. A. C.  
J. Phys. Chem. A 2013, 117 (19), 4025–4034; Cardozo, T. M.; Fantuzzi, F.; Nascimento, M. A. C. Phys. 
Chem. Chem. Phys. 2014, 11024–11030; Fantuzzi, F.; Nascimento, M. A. C. J. Chem. Theory Comput. 
2014, 10 (6), 2322–2332; Fantuzzi, F.; Cardozo, T. M.; Nascimento, M. A. C.  J. Phys. Chem. A 2015, 
119 (21), 5335–5343;  Sousa, D. W. O. de; Nascimento, M. A. C. J. Chem. Theory Comput. 2016, 12 (5), 
2234–2241; Fantuzzi, F.; Cardozo, T. M.; Nascimento, M. A. C. ChemPhysChem 2016, 17 (2), 288–295; 
Fantuzzi, F.; de Sousa, D. W. O.; Chaer Nascimento, M. A. Comput. Theor. Chem. 2017 (in 
press);Fantuzzi, F.; Nascimento, M. A. C. Phys.Chem.Chem.Phys.(submitted). 2017; Nascimento, J. Braz. 
Chem. Soc. 2008, 19 (2), 245–256. 
[3] Sousa, D. W. O. de, M.Sc. Thesis (Instituto de Química da UFRJ, Brazil, 2016) 
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A new model for reference densities - really getting rid of interactions 

Julia Contreras-García1,2, C. Lefebvre3, H. Khartabil3, J-C. Boisson4,E. 
Hénon3 

1
 Sorbonnes Universités, UPMC Univ. Paris 06, UMR CNRS 7616, Laboratoire de Chimie 

Théorique, Paris, France 
2 
CNRS UMR 7616 Laboratoire de Chimie Théorique, Paris, France 

3
 ICMR UMR CNRS 7312, URCA, Moulin de la Housse, Reims, France 

4
 CReSTIC EA 3804, URCA, Moulin de la Housse, Reims, France 

 

Constructing reference densities has always been a central topic to understanding 

interactions. Within crystallographic analysis, it has been quite common to compare the 

final electron density to the sum of spherically averaged atomic densities. However, it is 

well known, that this density (also known as promolecular density) already contains a lot 

of interaction information. For example, the promolecular density already shows critical 

points which are similar in nature and properties to the ones of the final system [1].  

First, we will show a new reference model, the independent gradient model (IGM), where 

electron densities are summed up, just like in the promolecular approach, but the gradients 

are not allowed to interfere thanks to the use of absolute values within non interacting 

regions/atoms [2]. In a second part, we will show that this model can also be developed for 

relaxed densities which are thus not a mere sum of atomic densities. And still a proper 

atomic partition can be proposed for gradient based indexes. In other words, partitions 

based on the gradient (such as Atoms in Molecules) can find an atomic partition with no 

interactions if the separation is focused on the gradient and not the density itself. 

This new model provides a better reference for analyses based on density gradients, such 

as Atoms in Molecules or the Non-Covalent Interaction index. This new model provides an 

extremely good reference for obtaining intermolecular properties and defining in an 

objective manner interacting fragments, which always becomes a hassle in energetic 

partitions. 

 

 

 

[1]  Z. Alimohammadi Keyvani, S. Shahbazian, M. Zahedi, Chem. Eur. J. 22, 5003 (2016) 

[2] C. Lefebvre, G. Rubez, H. Khartabil, J.-C. Boisson, J. Contreras-García, E. Hénon 

(submitted) 
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Insight into hydrogen-bonded clusters and noncovalent interactions from changes in 
atomic energies 

 
Russell J. Boyd 

 
Department of Chemistry, Dalhousie University, Halifax, Nova Scotia, Canada 

 
This presentation will focus on the analysis of internal stabilization of molecular complexes in 
terms of Bader’s atomic energies, which are uniquely defined by zero-flux surfaces of the 
electron density distribution.  The analysis will be shown to lead to insight into cooperative and 
anticooperative effects in a variety of systems including small water clusters, water wires and 
guanine complexes formed from a single-stranded telomere sequence.  The extension to 
beryllium bonds, and other types of noncovalent interactions, will be briefly discussed. 

!

!
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A Fully Polarizable Embedding Model for Molecular Spectroscopy of 

Aqueous Solutions  
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The computational modeling of molecular spectra of aqueous solutions is particulary 

challenging. In fact, it requires at the same time an accurate modeling of the response of 

the solute to the external radiation field and a reliable account of the effects of the 

surrounding environment, which can hugely modify the solute’s spectral features as a 

result of specific/directional interactions [1].  

A recently developed Quantum-Mechanical (QM)/polarizable molecular mechanics 

(MM)/polarizable continuum model (PCM) [2] embedding approach has shown 

extraordinary capabilities, yielding calculated spectra in excellent agreement with 

experiments.  

An overview of the the theoretical fundamentals of this methods, which combines a 

fluctuating charge (FQ) approach to the MM polarization with the PCM is given, and 

specific issues related to the calculation of spectral responses [3] are discussed in the 

context of selected applications [4]. 

 	

 

 

[1]  F. Egidi, C. Cappelli "Elsevier Reference Module in Chemistry, Molecular Sciences 

and Chemical Engineering", DOI:10.1016/B978-0-12-409547-2.10881-9 (2015). 

[2] C. Cappelli, Int, J. Quantum Chem. 116, 1532  (2016). 

[3] (a) F. Lipparini, C. Cappelli. V. Barone, J. Chem. Theory Comput., 8, 4153 (2012); (b) 

F. Lipparini, C. Cappelli, N. De Mitri, G. Scalmani, V. Barone,  J. Chem. Theory Comput. 

8, 4270 (2012); (c) F. Lipparini, C. Cappelli, V. Barone, J. Chem. Phys. 138, 234108 

(2013); (d) M. Caricato, F. Lipparini, G. Scalmani, C. Cappelli, V. Barone J. Chem. 

Theory Comput. 9, 3035 (2013); (e) I. Carnimeo, C. Cappelli, V. Barone, J. Comput. 

Chem. 36, 2271 (2015). 

[4] (a) F. Lipparini, F. Egidi, C. Cappelli, V. Barone, J. Chem. Theory Comput. 9, 1880 

(2013); (b) F. Egidi, I. Carnimeo, C. Cappelli, Opt. Mater. Express 5, 196 (2015); (c) F. 

Egidi, R. Russo, I. Carnimeo, A. D’Urso, G. Mancini, C. Cappelli, J. Phys. Chem. A 119, 

5396 (2015); (d) T. Giovannini, M. Olszowka, C. Cappelli, J. Chem. Theory Comput. 12, 

5483 (2016). 
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In this talk I will introduce and review the polarizable embedding (PE) and 

polarizable density embedding (PDE) methods [1,2,3,4,5]. These computational models 

have recently been developed with the aim of enabling calculations of excited states and 

general molecular response properties for large and complex systems. The PE/PDE models 

build on the concepts from mixed quantum mechanics / molecular mechanics (QM/MM) 

schemes. Thus they represent focused computational models in which different parts of a 

large molecular system are described using different levels of approximations. A key 

concept associated with the PE/PDE models is the introduction of quantum mechanical 

response theory in combination with polarizable force fields. This allows for calculation 

and simulation of excited states and general molecular properties, i.e. properties relevant 

for optical, magnetic and mixed optical-magnetic spectroscopies. We will discuss some 

recent applications of the PE/PDE models aimed at elucidating optical properties of 

heterogeneous molecular systems highlighting the general flexibility and accuracy of this 

computational model. 

 

[1] J.M. Olsen, K. Aidas, J. Kongsted, JCTC, 6, 3721 (2010) 

[2] T. Schwabe, M.T.P. Beerepoot, J.M.H. Olsen, J. Kongsted, PCCP, 17, 2582 (2015) 

[3] N.H. List, H.J.A. Jensen, J. Kongsted, PCCP, 18, 10070 (2016)  

[4] J.M.H. Olsen, C. Steinmann, K. Ruud, J. Kongsted, JPC A, 119, 5344 (2015) 

[5] N.H. List, J.M.H. Olsen, J. Kongsted, PCCP, 18, 20234 (2016)  
 

 

 

 

 

       	

A molecular representation of the DsRed fluorescent 

protein highlighting the chromophore responsible for the 

optical properties of this protein. 
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Polarizable embedding and beyond: Modeling photoactive proteins with the 

Effective Fragment Potential method 
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Accurate description of solute-solvent interactions is a key for understanding 

photochemical processes in biological systems. The effective fragment potential (EFP) is a 

polarizable model providing rigorous description of non-covalent interactions from first 

principles. When coupled to a QM region, hybrid QM/EFP methods belong to polarizable 

embedding schemes. Recently, we extended the EFP method to modeling flexible 

macromolecules and polymers. Additionally, we expanded coupling between QM and EFP 

Hamiltonians to include short-range van der Waals terms – exchange-repulsion and 

dispersion. We apply the new scheme to analyze photoprocesses in photoactive and 

photosynthetic proteins. Specifically, we decompose effects of polarization, electrostatics, 

charge-penetration and short-range terms on electronic properties of pigments and 

demonstrate importance of a balanced description of solute-solvent interactions. 
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Multiscale embedding methods for accurate quantum chemistry of complex

systems

Frederick R Manby1

1Centre for Computational Chemistry, School of Chemistry, University of Bristol, Bristol BS8

1TS, UK

Predictive computational modelling of many chemical processes is often hampered not by the

lack of methods for reliable calculation, but by the fact that the complexity and size of the

problem makes such calculations prohibitively expensive to run. Three lines of research around

the world target this issue, by: (1) improving the accuracy of such computationally efficient

schemes; (2) improving the efficiency of accurate methods; (3) combining high-accuracy and

low-cost methods in multiscale schemes. We have worked extensively in this last category, and

here I will present some of our recent progress in this area, and discuss some of the pressing

challenges that lie ahead.
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Purpose of the Project 

The Sun delivers within an hour to Earth an amount 

of energy similar to that consumed by all humans in 

one year. One major challenge for society is to be 

able to store solar energy. Our fundamental 

hypothesis is that we can store energy in chemical 

bonds via light-induced isomerization reactions of 

photoactive molecules as illustrated in Fig. 1. Upon 

irradiation, molecule A is converted to the high-

energy photo-isomer B, which upon a certain trigger 

will return to A and release the absorbed energy 

as heat. This corresponds to a closed-energy 

cycle of light-harvesting, energy storage and release, 

with no emission of CO2. The overall purpose of this 

project is to develop suitable organic molecules for 

such cycles based on fundamental structure-

property relationships (SPRs).  

 We will focus on the dihydroazulene 

(DHA) – vinylheptafulvene (VHF) couple (Fig. 2), 

being attractive as only the DHA to VHF reaction is photoinduced.  

 

KEYWORDS: capture, storage 

 

Fig. 1: Energy storage using 

Fig. 2: DHA-VHF couple and numbering. 
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Visualizing the contributions of virtual states to two-photon absorption cross-

sections:  Natural transition orbitals of perturbed transition density 
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Observables such as two-photon absorption transition moments cannot be computed from 

the wave functions of the initial and final states alone  because of their non-linear nature. 

Rather, they depend on the entire manifold of the excited states, follows from the familiar 

sum-over-state expressions of second- and higher-order properties.  Consequently, the 

interpretation of the computed non-linear optical properties in terms of molecular orbitals 

is not straightforward and usually relies on approximate few-state models. Here, we show 

that the 2PA transitions can be visualized using perturbed one-particle transition density 

matrices, which are defined as transition density matrices between the zero-order and first-

order perturbed  states. We also extend the  concept of natural transition orbitals to 2PA 

transitions. We illustrate the utility of this new tool, which provides a rigorous black-box 

alternative to traditional qualitative few-state analysis, by considering 2PA transitions in 

ethylene, trans-stilbene, and pNA. 
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Two-Component Non-Collinear Time-Dependent Density Functional Theory 

for Electronic Dynamics and Excited State Calculations 
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We present a real-time propagation method
1
 as well as a linear response formalism

2
 for the 

description of the electronic excitations of a non-collinear reference defined via Kohn-

Sham spin density functional methods. A set of auxiliary variables, defined using the 

density and non-collinear magnetization density vector, allows the generalization of spin 

density functional kernels commonly used in collinear DFT to non-collinear cases, 

including local density, GGA, meta-GGA and hybrid functionals.  Working equations and 

derivations of functional second derivatives with respect to the non-collinear density, 

required in the linear response non-collinear TDDFT formalism, are also presented in this 

work. This formalism takes all components of the spin magnetization into account 

independent of the type of reference state (open or closed shell). As a result, the method 

introduced here is able to afford a non-zero local xc torque on the spin magnetization, 

while still satisfying the zero-torque theorem globally. The formalism is applied to a few 

test cases using the variational exact-two-component (X2C) reference including spin-orbit 

coupling to illustrate the capabilities of the method. We also applied the real-time X2C-

TDDFT method to several Group 12 atoms as well as heavy-element hydrides, comparing 

with the extensive theoretical and experimental studies on this system, which demonstrates 

the correctness of our approach.	

 

[1] J. J. Goings, J. Kasper, F. Egidi, S. Sun, X. Li, “Real Time Propagation of the Exact 

Two Component Time-Dependent Density Functional Theory,” J. Chem. Phys., 2016, 145, 

104107. 

[2] F. Egidi, S. Sun, J. J. Goings, G. Scalmani, M. J. Frisch, X. Li, “Two-Component Non-

Collinear Time-Dependent Spin Density Functional Theory for Excited State 

Calculations,” J. Chem. Theory Comput., 2017, DOI: 10.1021/acs.jctc.7b00104 
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The Algebraic Diagrammatic Construction - a versatile approach to excited 

electronic states, ionization potentials and electron affinities 

	

Andreas Dreuw	

Interdisciplinary Center for Scientific Computing, Ruprecht-Karls University, Im 
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The algebraic diagrammatic construction (ADC) scheme provides a series of ab initio 

methods for the calculation of excited, ionized or electron-attached states based on 

perturbation theory. In recent years, the second-order ADC(2) scheme has attracted 

attention in the computational chemistry community due to its reliable accuracy and 

reasonable computational effort in the calculation of predominantly singly-excited states. 

Owing to their size-consistency, ADC methods are suited for the investigation of large 

molecules. Their Hermitian structure in combination with the availability of the 

intermediate state representation (ISR) allows for straightforward computation of excited 

state properties.  

In this talk, I will summarize our recent developments in the framework of ADC, which 

have all been implemented within the adcman module as part of the Q-Chem program 

package. These developments comprise ADC(3) for direct computation of excitation 

energies, ionization potentials and electron affinities of closed and open-shell molecules. 

The excitation ADC methods have also been adapted to exploit the spin-flip idea to study 

also ground-state multi-reference molecules, bond-breaking and conical intersections. For 

the treatment of core-excited states, the core-valence separation (CVS) approximation has 

also been applied to ADC making efficient CVS-ADC(2) and CVS-ADC(3) programs 

available. Nuclear excited state gradients are now also available at ADC(2) and ADC(3) 

level of theory. Environment models like polarizable continuum models and frozen-density 

embedding have also recently been realized. In addition to the calculation of excited state 

energies and properties, also an extensive set of density analysis tools are available ranging 

from standard population analysis tools up to advanced transition density matrix analyses. 
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Theoretical Studies of the Interaction of Uracil with Low Energy Electrons

Spiridoula Matsika, Mark A. Fennimore, Tolga N. V. Karsili

Department of Chemistry, Temple University, 1901 N.13th Street, Philadelphia, PA, USA

Ionizing radiation in cells generates secondary low energy electrons (LEE) which can induce

biomolecular damage when incident upon a particular biomolecule. Notable biomolecules in-

clude those contained within double-stranded DNA and RNA helices, which upon exposure to

LEE, may form reactive intermediate products that show detriment to their specific structures

and functions. Such damaging processes are understood to proceed via dissociative electron

attachment (DEA). Attachment of an electron to nucleobases leads to metastable anion states,

resonances, which require special treatment of their electronic structure. Using anion reso-

nance stabilization methods, coupled to state-of-the-art electronic structure methods (coupled

cluster theory and multireference perturbation theory) we have investigated shape and Feshbach

resonances in uracil, and the role they play in DEA [1, 2]. Non-adiabatic effects and conical

intersections were found to play a key role in DEA.

Figure 1: Schematic representation of the overall reaction paths showing the sequential elimi-

nation of CO and H from uracil− when LEE with energies around 5-6 eV attach to

uracil.

[1] Mark A. Fennimore and Spiridoula Matsika, Phys. Chem. Chem. Phys., 18, 30536 -

30545, (2016)

[2] Mark A. Fennimore, Tolga N. V. Karsili, and Spiridoula Matsika, Phys. Chem. Chem.

Phys., submitted, (2017)
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First-Principles Exciton Models, with Application to Singlet Fission
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Columbus, OH, USA

We have developed a variety of reduced-cost, highly parallelizable electronic structure models

for describing collective excitations in molecular liquids, crystals, and aggregates [1, 2, 3, 4].

Some of these represent low-cost approximations to the Casida equations in time-dependent

density functional theory [3, 4], while another represents an ab initio implementation of the

Frenkel-Davydov ansatz [1, 2], in which a collective excitation is expanded in a direct-product

basis of monomer excitations. The monomer wave functions and the couplings between them

can be computed in a trivially-parallelizable fashion, and calculations equivalent to more than

55,000 basis functions have been performed in a few days on only a few hundred processors [2].

Basis functions involving intramolecular electron transfer can be included, such that in the con-

text of singlet fission the model can be used to understand the role (if any) of charge-transfer

excitons [5]. Analytic derivative couplings have recently been derived and implemented for

this ab initio Frenkel-Davydov model [6], and can be used to identify the vibrational modes

that promote intermolecular energy transfer. The derivative couplings are equivalent to exciton/

phonon couplings that appear as parameters in vibronic model Hamiltonians of the “Holstein-

Peierls” type, and we have parameterized such a model to describe the singlet fission process

in crystalline tetracene [5, 6]. Dissipative quantum dynamics simulations using this Hamil-

tonian demonstrate that vibronic coherence can explain why singlet fission is fast in efficient

in tetracene, despite ostensibly unfavorable electronic energetics [5]. Triplet exciton mobility

parameters have also been computed from first principles [6].

[1] A. F. Morrison, Z.-Q. You, and J. M. Herbert, J. Chem. Theory Comput. 10, 5366 (2014).

[2] A. F. Morrison and J. M. Herbert, J. Phys. Chem. Lett. 6, 4390 (2015).

[3] J. Liu and J. M. Herbert, J. Chem. Phys. 143, 034106 (2015).

[4] J. Liu and J. M. Herbert, J. Chem. Theory Comput. 12, 157 (2016).

[5] A. F. Morrison and J. M. Herbert, J. Phys. Chem. Lett. 8, 1442 (2017).

[6] A. F. Morrison and J. M. Herbert, J. Chem. Phys. (in press).
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This talk addresses our efforts toward an exact correlated orbital theory. One component of such an 

approach is to enforce an ionization theorem for each orbital in a Kohn-Sham theory as an exact 

condition. This enables a minimally parameterized KS-DFT method that works very well for core 

ionization and core excitation problems. Further considerations provide solutions for charge-transfer 

excitations and demonstrate that the IP-condition also ameliorates the self-interaction error in KS-DFT. 

 

This work is sponsored by the US AFOSR and the HASI Program of the DoD High Performance 

Computer Modernization Program. 
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Applications of internally contracted multireference coupled-cluster theory 
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Internally contracted multireference coupled-cluster (icMRCC) theory holds the promise to 

extend the high accuracy of single-reference coupled-coupled cluster methods, in particular 

that of CCSD(T), to systems with strong correlation and complex open-shell electronic 

structure [1]. Of course, this promise needs to be underpinned by applications to real 

problems! 

In this contribution, I will show how icMRCC computations can be used for high accuracy 

computations, either as stand-alone method or as a supplement to standard coupled-cluster 

approaches [2]. The prospect for more efficient variants of the method and for its use in 

embedding approaches will also be discussed. 

 

 

[1] Originally proposed by: A. Banerjee, J. Simons, Int. J. Quantum Chem. 19, 207 (1981); 

J. Chem. Phys. 76, 4548 (1982); Newer work: M. Hanauer, A. Köhn, J. Chem. Phys. 134, 

204111; F. A. Evangelista, M. Hanauer, A. Köhn, J. Gauss, J. Chem. Phys. 136, 204108 

(2012); M. Hanauer, A. Köhn, J. Chem. Phys. 136, 204107 (2012); W. Liu, M. Hanauer, 

A. Köhn, Chem. Phys. Lett 565, 122 (2013); Y. A. Aoto, A. Köhn, J. Chem. Phys. 144, 

074103 (2016) 

[2] Y. A. Aoto, A. Köhn, Phys. Chem. Chem. Phys. 18, 30241-30253 (2016); T. Lamberts, 

P.K. Samanta, A. Köhn, J. Kästner, Phys. Chem. Chem. Phys. 18, 33021-33030 (2016)	
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Abstract: In this talk, I will report our recent advances in developing electronic structure 

methods for strongly correlated systems, large molecules and condensed phase systems. 

For strongly correlated systems, we have developed two new electronic structure methods: 

block-correlated second-order perturbation theory with the GVB reference (GVB-BCPT2) 

and a hybrid approach by combining GVB-BCPT2 with a variational method such as the 

CASCI or DMRG method.1,2 In the hybrid method, the inter-block correlation within the 

active space is described variationally, while the remaining inter-block correlation is 

treated by the GVB-BCPT2 approach. The GVB-BCPT2 approach can provide reasonably 

accurate descriptions for simultaneous dissociations of many single bonds in some systems, 

while the hybrid one can provide comparable results with CASPT2 for multi-bond 

dissociation processes, which are much better than the GVB-BCPT2 results. The hybrid 

method can be used to treat strongly correlated systems with large active spaces, which are 

beyond the capability of CASPT2. For large molecules, we have further improved the  

generalized energy-based fragmentation (GEBF) approach.3,4 This approach has been 

employed to obtain accurate relative energies of different conformers, optimized structures, 

vibrational spectra, and NMR properties for many complex systems of chemical interest.4-6 

We have also extended the GEBF approach to molecular crystals with periodic boundary 

conditions.7 The energy derivatives of the PBC-GEBF approach for geometry 

optimizations7 and vibrational frequencies of molecular crystals8 have been implemented. 

Illustrative applications demonstrate that the PBC-GEBF method with advanced electron 

correlation methods is capable of providing accurate descriptions on the lattice energies, 

structures, and vibrational spectra for various types of molecular or ionic liquid crystals.8 

 

       [1]  Xu E.; Li S. J. Chem. Phys. 139, 17411 (2013). 

       [2]  Xu E.; Zhao D; Li S. J. Chem. Theory Comput. 11, 4634 (2015). 

       [3]  W. Li, S. Li, Y. Jiang J. Phys. Chem. A 111, 2193 (2007). 

       [4]  Li S.; Li W.; Ma J. Acc. Chem. Res. 47, 2712 (2014). 

       [5]  Yuan D.; Shen X.; Li W.; Li S. Phys. Chem. Chem. Phys. 18, 16491 (2016). 

       [6]  Yuan D. et al. J. Chem. Theory Comput. DOI: 10.1021/acs.jctc.7b00284 (2017). 

       [7]  Fang T.; Li W.; Gu F.; Li S. J. Chem. Theory Comput. 11, 91 (2015). 

       [8]  Fang T.; Li Y.; Li S. WIREs Comput. Mol. Sci. 7:e1297 (2017). 
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DMRG-externally-corrected local pair natural orbital based
coupled cluster method

Libor Veis1, Ondřej Demel1, Andrej Antalík1, Jiří Brabec1, Örs Legeza2,
Frank Neese3, Jiří Pittner1

1 J. Heyrovský Institute of Physical Chemistry, Academy of Sciences of the Czech

Republic, v.v.i., Dolejškova 3, 18223 Prague 8, Czech Republic
2Strongly Correlated Systems “Lendület" Research group, Wigner Research Centre for

Physics, H-1525, Budapest, Hungary
3Max Planck Institut für Chemische Energiekonversion, Stiftstr. 34-36, D-45470 Mülheim an

der Ruhr, Germany

In the last decade, the quantum chemical version of the density matrix renormalization group
(DMRG) method has established itself as the method of choice for calculations of strongly cor-
related molecular systems. Despite its favourable scaling, it is in practice not suitable for com-
putations of dynamic correlation. We present a new method for accurate “post-DMRG” treat-
ment of dynamic correlation based on the tailored coupled cluster (CC) theory [2] in which the
DMRG method is responsible for the proper description of non-dynamic correlation, whereas
dynamic correlation is incorporated through the framework of the CC theory [3]. We illus-
trate the potential of this method on prominent multireference systems, in particular N2 and Cr2

molecules.
In order to overcome the computational scaling bottleneck of traditional CC methods, we have
developed an implementation of the DMRG - tailored coupled cluster method based on the
local pair natural orbital formalism (LPNO) [4]. LPNO-CC methods can recover 99.8% of
the correlation energy at the same CC truncation level computed in canonical orbitals, at a
dramatically reduced computational cost, also in the multireference context [5]. We illustrate
the capabilities of our implementation on the oxo-Mn(Salen) molecule and phthalocyanine-iron
complex, for which we have performed the first “post-DMRG” computations in order to shed
light on the energy ordering of the lowest spin states.

[1] White S. R., Phys. Rev. Lett. 69, 2863 (1992).

[2] Kinoshita T., Hino O., Bartlett R. J., J. Chem. Phys. 123, 074106 (2005).

[3] Veis L., Antalík A., Brabec J., Neese F., Legeza Ö, Pittner J., J. Phys. Chem. Lett. 7,
4072 (2016).

[4] Riplinger C., Neese F, J. Chem. Phys. 138, 034106, (2013).

[5] Demel O., Pittner J., Neese F, J. Chem. Theor. Comp. 11, 3104 (2015).
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Tensor decomposition and coupled cluster theory
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Mads Bøttger Hansen1

1Department of Chemistry, Aarhus University, Denmark

Wave functions in quantum chemistry employs a particular format and an associated number of

parameters. Often these parameters can be seen as sets of multiway arrays, tensors. In this talk

I will discuss tensor decomposition of wave function parameters.

The primary example will be vibrational coupled cluster (VCC) theory. Vibrational coupled

cluster theory is concerned with calculation of anharmonic vibrational wave functions for molecules.

Here the construction of a cost-efficient wave-function parameterization is important for accu-

racy and wide applicability. I will discuss challenges and new work aimed at developing efficient

implementations for systems with many atoms integrating tensor decomposition. Both the non-

linear ground state coupled cluster equations and the eigenvalue equations of coupled cluster

response theory can be solved using iterative methods giving directly result vectors in stacked

tensorial form. [1, 2, 3]

The canonical tensor decomposition (CP, Candecomp/Parafac) provides compression of data

and a computational convenient representation, but also comes with some potential problematic

features. Numerical results show that there is significant perspective in applying tensor decom-

position in the context of anharmonic vibrational wave functions. It will be demonstrated that

tensor decomposition opens for adjusting the computational effort spent on a particular coupling

between modes according to the significance of that particular coupling.

The calculations illustrate how the multiplicative separability of the coupled cluster ansatz with

respect to non-interacting degrees of freedom goes well together with a tensor decomposition

approach. I will furthermore describe the opposite perspective: how the coupled cluster wave

function can be understood as its own type of decomposition satisfying some separability con-

ditions.

Finally I will discuss perspectives in extending these ideas to electronic wave functions, where

the first problem is obtaining two-electron repulsion integral in decomposed format.[4]

[1] I. H. Godtliebsen, B. Thomsen, and O. Christiansen J. Phys. Chem. A, 117, 7267 (2013).

[2] I. H. Godtliebsen, M. Bøttger Hansen, and O. Christiansen.

J. Chem. Phys. 142, 024105 (2015).

[3] N. K. Madsen, I. H. Godtliebsen, and O. Christiansen J. Chem. Phys. 146, 134110

(2017).

[4] G. Schmitz, N.K. Madsen and O. Christiansen J. Chem. Phys. 146, 134112 (2017).
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This talk will start by addressing the developments in several fields of computational 

proteomics and enzymology that are taking place within our group. The talk will then 

focus on the calculation of enzyme reaction mechanisms with QM/MM techniques [1-3], 

emphasizing the methodological aspects that, in our view, have the most impact in the 

predicted enzyme reaction mechanisms and respective energetics [4]. The role of enzyme 

flexibility on the activation free energies will be discussed as well, in the context of 

multiple geometry optimizations of large QM layers described with high theoretical levels. 

The influence of nanosecond and sub-nanosecond timescale conformational fluctuations on 

the reaction rate will be discussed in detail [5]. 
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[1] R. P. P. Neves, P. A. Fernandes, M. J. Ramos, Mechanistic insights on the 

reduction of glutathione disulfide by protein disulfide isomerase, PNAS, in press. 

[2] A. Ribeiro, M. J. Ramos, P. A. Fernandes, J. Am. Chem. Soc., 134, 13436 (2012). 

[3] N. M. F. S. A. Cerqueira, P. Gonzalez; P. A. Fernandes, J. Moura, M. J. Ramos, 

Acc. Chem. Res, 48, 2875 (2015). 

[4] S. F. Sousa, A. J. M. Ribeiro, R. P. P. Neves, N. F. Brás, N. M. F. S. A. Cerqueira, 

P. A.  Fernandes, M. J. Ramos, WIREs Comput. Molec. Sci, doi: 

10.1002/wcms.1281(2016,) 

[5] A. Ribeiro, D. Santos-Martins, N. Russo, M. J. Ramos, P. A. Fernandes ACS Cat., 

5, 5617 (2015). 
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ABSTRACT 

We developed a sampling strategy for rare events to generate chemical reaction trajectories 

using which a statistical investigation can be performed on the thermodynamics, kinetics, 

dynamics and mechanisms of the chemical reactions in solution. Free of predefined CVs or 

RCs, the post-analysis of reaction mechanisms can be performed. As an example, the reaction 

coordinate(s) of a (retro-)Claisen rearrangement in bulk water was variationally optimized 

based on a Bayesian learning algorithm as well as a machine learning method. It was found that 

the hydrogen-bonding of water molecule to the charge-enriched site of the reactant state 

changes the dynamics of reaction. A characteristic shrinkage of the solvent shell during the 

chemical transition was identified, suggesting a necessary energy transferring process during 

the thermal activated chemical reaction, reminiscent of the “cage-effect”. The transition path 

time of the reaction and the rate constants for the forward and backward reaction were 

calculated independent of RCs, and we were able to self-consistently connect the kinetics to the 

thermodynamics. The diffusion coefficient over the energy barrier was also determined 

according to Kramers’ theory, showing the limitation of canonical transition state theory in 

dealing with the condensed phase reactions.  
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Photo-excited dynamics plays essential roles in many complex systems of biological 

importance. Yet, theoretically following the dynamics presents various challenges in terms 

of both cost and reliability. In this presentation, we will overview how these issues can be 

overcome with the use of interpolation technique for building the multi-state potential 

models of involved chromophore units. The technique, which is termed as interpolation 

mechanics / interpolation mechanics (IM/MM), indeed is a useful tool that achieves the 

reliability of more conventional QM/MM at the speed of molecular mechanics [1, 2]. With 

this technique, statistically meaningful analysis of dynamics can be performed, which may 

open doors to new discoveries. For demonstrations, we will see two branches of its 

applications: chromophore twisting dynamics in green fluorescent protein (GFP) [3] and 

exciton transfer dynamics of the photosynthetic Fenna-Matthews-Olson (FMO) complex. 

With GFP, we will see that steric congestion by the protein barrel is not an important 

factor contrary to commonly accepted belief. Rather, electrostatics is the key factor as 

advocated by some theoreticians in the past. With FMO, we will observe that the IM/MM 

potential provides reliable chromophore vibrations [4] and is useful toward elucidating the 

role of coupling between electronic and vibrational degrees of freedom. The presentation 

will be concluded with a clip of atom-detailed molecular movie that the IM/MM 

simulations provided, as a representation of the unique capability that theory / computation 

can have for understanding complex chemistry. 

 

       [1] J. W. Park, Y. M. Rhee, ChemPhysChem 15, 3183 (2014). 

       [2] Y. M. Rhee, J. W. Park, Int. J. Quantum Chem. 116, 573 (2016). 

       [3] J. W. Park, Y. M. Rhee, J. Am. Chem. Soc. 138, 13619 (2016). 

       [4] C. W. Kim, Y. M. Rhee, J. Chem. Theory Comput. 12, 5235 (2016). 
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Adenosine triphosphate (ATP), the major energy currency of the cell, exists in solution 

mostly as ATP-Mg. Recent experiments suggest that Mg
2+

 interacts with the highly 

charged ATP triphosphate group and Li
+
 can co-bind with the native Mg

2+
 to form ATP-

Mg-Li and modulate the neuronal purine receptor response. How the negatively charged 

ATP triphosphate group binds Mg
2+

 and Li
+
 (i.e., which phosphate group(s) bind Mg

2+
/Li

+
) 

or how the ATP solution conformation depends on the type of metal cation and the metal-

binding mode was unknown. We have revealed the preferred ATP-binding mode of 

Mg
2+

/Li
+
 alone and combined. We have also revealed how the metal cation type and its 

binding mode affect the ATP conformation and properties. Our findings help elucidate the 

mechanism of lithium’s therapeutic action [1].  

 

 

       [1]  Todor Dudev, Cédric Grauffel, & Carmay Lim, Sci. Rep. 7, 42377 (2017). 

I-354



A Multiscale Computational Investigation of SILP Catalysis:  
The Water-Gas Shift Reaction 

 
Robert Stepić,1,3 Nataša Vučemilović-Alagić,1,2,3 Daniel Berger,1,4 Christian 

Wick,2 Jens Harting,4,5 Ana-Sunčana Smith1,2,3 and David M. Smith2,3  
1 PULS Group, Friedrich-Alexander-Universität (FAU), Erlangen, Germany 

2 CLS Group, Division of Physical Chemistry, Ruđer Bošković Institute, Zagreb, Croatia 
3 Cluster of Excellence: Engineering of Advanced Materials, FAU, Erlangen, Germany 

4 Forschungszentrum Jülich, Helmholtz Institute ERN, Nürnberg, Germany 
5 Department of Applied Physics, Eindhoven University of Technology, Netherlands 

 

The Water Gas-Shift reaction (WGSR) is a process which results in the conversion of CO 
and H2O into H2 and CO2, usually in presence of a catalytic material. The abundance of 
water, the toxicity of carbon monoxide and the importance of hydrogen as potential fuel 
are just some of the factors that have attracted the interest of the industrial and scientific 
communities to this reaction [1].  

In this study, we apply a range of computational techniques to investigate the WGSR 
catalysed by a ruthenium-based catalyst ([RuCl2(CO)3]), known for its high efficiency in 
the supported ionic liquid phase (SILP) [2,3]. More specifically, we present an 
investigation of the catalytic mechanism using an appropriate density functional theory 
treatment [4]. This approach is complemented by fully atomistic molecular dynamics 
simulations of the ionic liquid on an alumina support. The ultimate goal of the research is 
to bridge the gap between multiple scales and provide a theoretical prediction of output, 
and optimization, of these important catalytic systems.         

 

[1] C. Ratnasamy, J. P. Wagner, Cat. Rev.: Sci. Eng. 51, 325 (2009).  
[2] S. Werner, N. Szesni, A. Bittermann, M. J. Schneider, P. Härter, M. Haumann, P. 
Wasserscheid, Appl. Catal. A. 377, 70 (2010). 
[3] S. Werner, N. Szesni, M. Kaiser, R. W. Fischer, M. Haumann, P. Wasserscheid, 
ChemCatChem. 2,1399 (2010). 
[4]  M. Sobota, S. Schernich, H. Schulz, W. Hieringer, N. Paape, P. Wasserscheid, A. 
Görling, M. Laurin, J. Libuda, Phys. Chem. Chem. Phys. 14, 10603 (2012). 
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A fundamental thermodynamic property of any system is its entropy. The difficulty of 

calculating entropy, however, restricts its widespread use in understanding structure and 

stability. Most studies resort to qualitative, partial structural measures or differences in 

Gibbs energy or entropy. Building on previous work for liquids [1,2,3,4] and isolated 

flexible molecules [5], we present new theory to calculate the entropy from a trajectory 

generated in a molecular dynamics simulation for the important case of liquid mixtures of 

flexible molecules. The vibrational entropic term is derived from the covariance matrix of 

forces and torques for subsets of atoms of each molecule. The mixture and conformational 

entropic term is derived from the probabilities of molecular coordination states defined 

using the parameter-free RAD algorithm [6]. The theory is tested on a range of simple 

liquids and organic liquids and results are compared with values from perturbation theory. 

 

[1] R. H. Henchman, J. Chem. Phys., 119, 400, 2003. 

[2] R. H. Henchman, J. Chem. Phys., 126, 064504, 2007. 

[3] R. H. Henchman, S. J. Irudayam, J. Phys. Chem. B, 114, 16792, 2010. 

[4] J. A. Green, S. J. Irudayam, R. H. Henchman, J. Chem. Thermodyn., 43, 868, 2011. 

[5] U. Hensen, F. Grater, R. H. Henchman, J. Chem. Theory Comput., 10, 4777, 2014. 

[6] J. Higham, R. H. Henchman, J. Chem. Phys., 145, 084108, 2016. 
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The speed of chemical reactions in water and in enzymes varies with temperature, 

depending on how the free energy of activation is partitioned into enthalpy and entropy. In 

enzymes, this partitioning is also optimized as a consequence of the organism's adaptation 

to the environment. We will show how the temperature dependence of chemical reaction 

rates can be obtained from brute force computer simulations. Such calculations shed new 

light on entropic effects in enzyme catalysis and on how protein structures have evolved in 

differently adapted species.  
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I’ll discuss challenges associated with understanding enzyme catalysis using hybrid QM/MM

simulations, especially metalloenzymes that feature a dynamic active site and/or a high degree

of solvent accessibility. Relevant examples include molecular motors, DNA repair enzymes and

enzymes with a high degree of catalytic promiscuity. I’ll discuss recent developments in the

density functional tight binding (DFTB) model[1] and its integration with efficient sampling

techniques (e.g., the thermal string approach) as well as with high-level QM/MM methods for

more quantitative free energy computations[2]. The developments are illustrated with several

recent applications to metalloenzymes such as alkaline phosphatase[3, 4] and myosin[5].

[1] A. S. Christensen, T. Kubar, Q. Cui and M. Elstner, Chem. Rev., 116, 5301-5337 (2016).

[2] X. Lu, D. Fang, S. Ito, Y. Okamoto, V. Ovchinnikov and Q. Cui, Mol. Simul. Special

Issue on “Free Energy Simulations", 42, 1056-1078 (2016).

[3] D. Roston, D. Demapan and Q. Cui, J. Am. Chem. Soc., 138, 7386-7394 (2016).

[4] D. Roston, Q. Cui, J. Am. Chem. Soc., 138, 11946-11957 (2016).

[5] X. Lu, V. Ovchinnikov and Q. Cui, Biochem., 56, 1482-1497 (2017).
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Cell penetrating peptides have a unique potential for targeted drug delivery, 

therefore, mechanistic understanding of their membrane action has been sought 

since their discovery over 20 years ago. While ATP-driven endocytosis is known to 

play a major role in their internalization, there has been also ample evidence for the 

importance of passive translocation for which the direct mechanism, where the 

peptide is thought to directly pass through the membrane via a temporary pore, has 

been widely advocated. In this talk, I will question this view and demonstrate that 

arginine-rich cell penetrating peptides instead enter vesicles by inducing 

multilamellarity and fusion, analogously to the action of calcium ions. The 

molecular picture of this penetration mode, which differs qualitatively from the 

previously proposed direct mechanism, is provided by molecular dynamics 

simulations. In addition, the kinetics of vesicle agglomeration and fusion by 

nonaarginine, nonalysine, and calcium ions are documented in real time by 

fluorescence techniques and the induction of multilamellar phases is revealed both 

via electron microscopy and fluorescence spectroscopy. We thus show that the 

newly identified passive cell penetration mechanism is analoguous to vesicle fusion 

induced by calcium ions, demonstrating that the two processes are of a common 

mechanistic origin. 
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Living cells need to exert tight control over their lipid membranes, to maintain their 

internal structure, to guard their outside boundary, to establish potential and concentration 

gradients as their energy source, or to transmit signals between their compartments and to 

the outside. As a consequence, elaborate machineries have evolved that allow cells to sense 

and regulate both shapes and physical characteristics of their lipid membranes. The 

molecular modeling of these machineries faces enormous challenges because of their 

complexity, size, and dynamic nature. To address these challenges, we combine atomistic 

and coarse-grained simulation approaches. In my talk, I will describe different mechanisms 

used by eukaryotic cells to sense and regulate the fluidity of their lipid membranes, as 

deduced in part from molecular dynamics simulations [1,2]. In addition, large-scale 

membrane remodeling processes will be explored, including membrane fusion mediated by 

carbon nanotubes [3].  

 

       [1]  R. Covino, S. Ballweg, C. Stordeur, J. B. Michaelis, K. Puth, F. Wernig, A. 

Bahrami, A. M. Ernst, G. Hummer, R. Ernst, Mol. Cell 63, 49 (2016). 

       [2]  K. Halbleib, K. Pesek, R. Covino, H. F. Hofbauer, D. Wunnicke, I. Hänelt, G. 

Hummer, R. Ernst, Mol. Cell, in press (2017). 

       [3]  R. M. Bhaskara, S. Linker, M. Vögele, J. Köfinger, G. Hummer, ACS Nano 12, 

1273 (2017). 
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The key towards developing a local Coupled Cluster method for periodic systems is the 

use of occupied orbitals that are both localized and reflect the periodicity of the system. 

Two types of orbitals will be introduced for this purpose: i) Enveloping Localized Orbitals 

(ELOs), which mix in partly virtual character to achieve localization, and ii) Periodic (or 

Projected) Localized Orbitals (PLOs), which are in general a linear dependent set. 

Importantly, both sets of orbitals can be obtained from merely a reference density matrix 

and AO overlap integrals. Moreover, both types of orbitals require some modifications of 

canonical CC methods to deal with special features of the orbitals. Such ELO and PLO 

orbitals can also be defined for molecular systems, and they can then be used in the design 

of a local Coupled Cluster method that exploits molecular symmetry. This is in essence the 

problem in designing a local correlation method for solids. 

 

The project is in a pioneering stage and we will present the outline of ideas and illustrate 

the principles using pilot implementations for molecules (not solids), which moreover are 

not yet efficient. Efficient implementations will be pursued using suitably adjusted code 

generators.  

 

In addition to the electron correlation problem using CC methods, the problem of Hartree-

Fock calculations for solids will be discussed. This includes efficient ways to calculate the 

Fock matrix using a combination of density fitting and Fourier transform techniques, and a 

partitioning of the Coulomb interaction in long range and short-range parts. In addition we 

will pursue the calculation of the HF density matrix without the introduction of a k-point 

integration over the Brillouin zone. This step (avoiding diagonalization of the Fock matrix) 

uses a Coupled Cluster singles approach in conjunction with a crude set of PLOs, and uses 

the same ideas as will be used for CCSD and electron correlation. The possibility of finite 

temperature calculations, obtaining the density matrix corresponding to a Fermi-Dirac 

distribution without diagonalization of the Fock matrix is noteworthy, and vital in order to 

compute metallic systems using the above ideas. 
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The random phase approximation (RPA) to the correlation energy and the related GW approxi-

mation are among the most promising methods to obtain accurate correlation energy differences

and QP energies from diagrammatic perturbation theory at reasonable computational cost, in

particular, for solid state systems. The calculations are, however, usually two to three orders of

magnitude more demanding than conventional density functional theory calculations. Here, we

show that a cubic system size scaling can be readily obtained reducing the computation time by

typically one order of magnitude for large systems [1, 2, 3]. Furthermore, the scaling with re-

spect to the number of k points used to sample the Brillouin zone can be reduced to linear order.

In combination, this allows accurate and very well-converged single-point RPA and GW calcu-

lations, with a time complexity that is roughly on par to self-consistent Hartree-Fock and hybrid

functional calculations. Furthermore, the talk discusses the relation between the RPA correla-

tion energy and the GW approximation. It is shown that the GW selfenergy is the derivative

of the RPA correlation energy with respect to the Green’s function. The calculated self-energy

can be used to compute QP-energies in the GW approximation, any first derivative of the total

energy including forces, as well as corrections to the correlation energy from the changes of the

charge density when switching from DFT to a many-body body description (GW singles energy

contribution) [4]. First applications of RPA forces to systems with mixed covalent and vdW

bonding are discussed. These applications include phonons, relaxation of structures, as well as

molecular dynamics simulations [5].

[1] M. Kaltak, J. Klimés, and G. Kresse, J. Chem. Theory Comput., 10, 2498 (2014).

[2] M. Kaltak, J. Klimés, and G. Kresse, Phys. Rev. B 90, 054115 (2014).

[3] P. Liu, M. Kaltak, J. Klimés, and G. Kresse, Phys. Rev. B 94, 165109 (2016).

[4] J. Klimés, M. Kaltak, E. Maggio, and G. Kresse, J. Chem. Phys. 140, 084502 (2015).

[5] B. Ramberger, T. Schäfer, G. Kresse, Phys. Rev. Lett. 118 106403 (2017).
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Dynamical mean field theory (DMFT), in conjunction with electronic structure techniques such

as density functional theory (DFT), has led to tremendous progress in the description of excited

state properties of materials with strong electronic Coulomb correlations. The challenge nowa-

days consists in refining the interface of electronic structure and many-body theory in order to

develop quantitatively accurate schemes.

We will review the current state of the art in the field, and then focus on recent efforts of incor-

porating dynamical screening effects into a DMFT-based description of correlated materials [1].

Such effects can stem either from higher energy degrees of freedom that have been integrated

out or from nonlocal processes that are effectively backfolded into a local description. This can

be conveniently done by combined many-body perturbation theory and dynamical mean field

theory ("GW+DMFT") techniques [2]. An analysis of the effects of the different corrections to

standard DFT+DMFT schemes leads to new insights also into DFT itself [3].

[1] For reviews see S. Biermann, J. Phys.: Condens. Matter 26, 173202 (2014); A. van

Roekeghem J. El. Spect. Rel. Phen. 208, 17 (2016).

[2] S. Biermann, F. Aryasetiawan, A. Georges, Phys. Rev. Lett. 90, 086402 (2003); T. Ayral

et al., Phys. Rev. B 87, 125149 (2013), Phys. Rev. Lett. 109, 226401 (2012); J. M.

Tomczak et al., Europhys. Lett. 100 67001 (2012); Phys. Rev. B 90, 165138 (2014).

[3] A. van Roekeghem et al., Phys. Rev. Lett. 113, 266403 (2014); Europhys. Lett. 108,

57003 (2014); Hirayama et al., Phys. Rev. B in press, available electronically as

arXiv:1511.03757; T. Ayral et al., Phys. Rev. B 95, 245130 (2017); P. Delange et al.,

J. Phys. Soc. Jap., in press, available electronically as arXiv:1707.00456.
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This talk describes concepts, algorithms, and recent advances of electronic structure theory 

based on numeric atom-centered orbital (NAO) basis sets, as implemented in the all-

electron electronic structure code FHI-aims [1]. This basis set prescription enables 

seamless simulations from fast qualitative to essentially basis-set converged accuracy [2], 

on equal footing from light to the heaviest elements, and in an implementation that 

maintains scalability up to thousands of atoms and up to the highest-performance 

supercomputers available today.[3,4] Production methods include density-functional 

theory (DFT) for non-periodic and periodic systems, as well as many-body theory 

including the random-phase approximation, GW, and other high-level approaches. We 

review recent developments including a new, open-source framework “ELSI” [3], aimed at 

enabling seamless switching between O(N
3
) and lower-scaling solvers for DFT towards 

very large systems (10,000 atoms and beyond). We also demonstrate new approaches to 

affordable basis-set convergence for explicitly correlated methods for charged excitations 

(GW)  and for neutral excitations (Bethe-Salpeter Equation). We demonstrate the power of 

the approach for predicting new inorganic materials for thin-film photovolatics and for 

complex, 2D organic-inorganic hybrid perovskites, allowing one to integrate complex 

organic functionality with inorganic components in a single, crystalline and electronically 

tunable semiconductor framework.  

This work was performed in collaboration with numerous outstanding collaborators in the 

FHI-aims community, the wider electronic structure community, and the experimental 

group of David Mitzi, Duke University. 

       [1] V. Blum, R. Gehrke, F. Hanke, P. Havu, V. Havu, X. Ren, K. Reuter, M. 

Scheffler, Comp. Phys. Commun. 180, 2175 (2009). 

       [2] S. R. Jensen, S. Saha, J. A. Flores-Livas, V. Blum, W. P. Huhn, S. Goedecker, L. 

Frediani, J. Phys. Chem. Lett. 8, 1449 (2017). 

       [3] V. W. Yu, F. Corsetti, A. Garcia, W. P. Huhn, M. Jacquelin, W. Jia, B. Lange, L. 

Lin, J. Lu, W. Mi, A. Seifitokaldani, A. Vazquez-Mayagoitia, C. Yang, H. Yang, V. Blum, 

arXiV:1705.11191 [physics.comp-ph] (2017). 

       [4] S. Levchenko, X. Ren, J. Wieferink, R. Johanni, P. Rinke, V. Blum, M. Scheffler, 

Comp. Phys. Commun. 192, 60 (2015). 
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Molecular crystal structure and function are intimately connected, with different crystal packing

motifs often producing materials with dramatically different physical properties. Characterizing

these crystal structures is essential in pharmaceuticals and other solid state organic materials ap-

plications, but crystal structure determination via traditional x-ray diffraction techniques is not

always feasible or sufficient. This talk will highlight ways in which fragment-based electronic

structure calculations facilitate experimental crystallography in molecular crystals.[1, 2] Key

themes will include (1) achieving higher accuracy nuclear magnetic resonance (NMR) chemi-

cal shift predictions, which translates to increased discrimination between correct and incorrect

structural assignments for NMR crystallography, and (2) challenging the experimental interpre-

tations of the high-pressure phases of carbon dioxide. These studies require a combination of

high-quality structural modeling and accurate prediction of thermochemical, mechanical, and

spectroscopic observables in molecular crystals.

[1] G. Beran, J. Hartman, and Y. Heit. Acc. Chem. Res. 49, 2501 (2016).

[2] G. Beran. Chem. Rev. 116, 5567-5613 (2016).
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We present thorough analytical and numerical characterization of the whole perturbation series

of one-particle many-body Green’s function (MBGF) theory. Three distinct but equivalent al-

gebraic recursive definitions of the Feynman–Dyson perturbation series of the Green’s function

and one recursive definition of the perturbation series of the nondiagonal, frequency-dependent

Dyson self-energy are derived. On this basis, six general-order algorithms of MBGF (∆MPn,

λ-variation, diagrammatic, the three recursions) are implemented, all giving the same results

except one (∆MPn). We prove the linked-diagram theorem for the Green’s function and self-

energy as well as the irreducible-diagram theorem for the self-energy in the time-independent

picture. We rationalize the three diagrammatic rules of MBGF and the differences and similari-

ties between ∆MPn and MBGF. We quantify the impact of the diagonal, frequency-independent,

perturbation, and ∆MPn approximations on the self-energy.
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Figure 1: Convergence of the self-energy of HOMO of BH.

I-381



Green's function embedding methods 

 

Dominika Zgid
1
, T. N. Lan

1,
, A. A. Rusakov

1
,  A. Shee

1
, A. A. Kananenka

1
,     

A. R. Welden
1
, B. A. Winograd

1
 

1
Department of chemistry, Michigan University, 930 N University Ave, Ann Arbor, MI, 

48109, USA  

 

 

 

We present a detailed discussion of self-energy embedding theory (SEET) which is a 

quantum embedding scheme allowing us to describe a chosen subsystem very accurately 

while keeping the description of the environment at a lower cost. We apply SEET to 

molecular examples where commonly our chosen subsystem is made out of a set of 

strongly correlated orbitals while the weakly correlated orbitals constitute an environment. 

Such a self-energy separation is very general and to make this procedure applicable to 

multiple systems a detailed and practical procedure for the evaluation of the system and 

environment self-energy is necessary. We list all the intricacies for one of the possible 

procedures while focusing our discussion on many practical implementation aspects such 

as the choice of best orbital basis, impurity solver, and many steps necessary to reach 

chemical accuracy. Finally, on a set of carefully chosen molecular and periodic examples, 

we demonstrate that SEET, which is a controlled, systematically improvable Green's 

function method can be as accurate as established wavefunction quantum chemistry 

methods. 
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Is BSE/GW an effective method for modeling optical spectra of molecules? 
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1,2
	

1 CEISAM (UMR CNRS 6230), Université de Nantes, 2, rue de la Houssinière, 44322 

Nantes, France 
2
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Time-Dependent Density Functional Theory (TD-DFT) is the most widely used method to 

model electronically excited-states [1]. However, as its wavefunction alternatives, it suffers 

from a specific limitations. As a consequence, other methods able to reproduce excited-

state properties at a moderate computational cost are always welcome. Among those 

approaches, the Bethe-Salpeter (BSE) scheme, an extension of the ground-state GW 

method, offers an appealing alternative to TD-DFT, as it maintains the same scaling with 

system size. In this talk, the performances of BSE/GW for excitations energies of 

molecules will be presented, considering vertical transitions [2], 0-0 energies [3] and 

oscillator strengths [4]. It will be shown that a partial self-consistent scheme at the GW 

level leads to a significantly reduced dependency on the starting DFT functional compared 

to both TD-DFT and BSE/G0W0 [2], as well as an accuracy similar to the one of reference 

wavefunction approaches [5]. Finally, applications on large systems [6] will be discussed. 

 

[1] D. Jacquemin, C. Adamo, Chem. Soc. Rev. 42, 845 (2013). 

[2] D. Jacquemin, I. Duchemin, X. Blase, J. Chem. Theory Comput. 11, 3290 (2015). 

[3] D. Jacquemin, I. Duchemin, X. Blase, J. Chem. Theory Comput. 11, 5340 (2015). 

[4] D. Jacquemin, I. Duchemin, A. Blondel, X. Blase, J. Chem. Theory Comput. 12, 

3969 (2016). 

[5] D. Jacquemin, I. Duchemin, X. Blase, J. Phys. Chem. Lett. 8, 1524 (2016). 

[6] D. Escudero, I. Duchemin, X. Blase, D. Jacquemin, J. Phys. Chem. Lett. 8, 936 

(2016).  
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Quasi-particles and satellites from a direct approach to the calculation of

many-body Green’s functions

Lucia Reining1, 2
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91128 Palaiseau, France

2European Theoretical Spectroscopy Facility (ETSF)

Many-body perturbation theory is a powerful approach to describe many properties of mate-

rials. Most often one solves a Dyson equation with a self-energy kernel that is approximated

to low order in the interaction, for example, using Hedin’s GW approximation [1]. This is the

state-of-the art method for bandstructure calculations in a wide range of materials. However,

sometimes the GW approximation and related approaches are not sufficient, for example when

one is interested in satellite structure beyond the quasi-particle peaks in the spectral function,

or in the case of strong coupling, where the quasi-particle picture is no longer adequate. We

explore an alternative route to the calculation of interacting electron Green’s functions. It is

based on a set of functional differential equations [2] relating the one-body Green’s function to

its functional derivative with respect to an external perturbing potential. This set of equations

can be used to generate the perturbation series. The present talk, instead, will show how one

can work directly with these differential equations [3,4]. Like in Hedin’s equations, we express

the problem in terms of the screened Coulomb interaction. The talk will contain an overview of

results for a variety of materials. More in particular, it will become clear how important details

of the screening can be. Therefore, we will also present a way to obtain screened interactions

beyond standard approximations, for example by using results which other methods yield for

the homogeneous electron gas.

[1] L. Hedin, Phys. Rev. 139, A796 (1965).

[2] L.P. Kadanoff and G. Baym, Quantum Statistical Mechanics (New York: Benjamin,

1962).

[3] G. Lani, P. Romaniello, and L. Reining, New J. Phys. 14, 013056 (2012); J.A. Berger et

al., New J. Phys. 16, 113025 (2014).

[4] M. Guzzo et al., Phys. Rev. Lett. 107, 166401 (2011) and Phys. Rev. B 89, 085425

(2014); J. Zhou et al., J. Chem. Phys. 143, 184109 (2015).
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Using the GW and Bethe-Salpeter Methods in Molecular Quantum Chemistry

Wim Klopper1

1Institute of Physical Chemistry, Karlsruhe Institute of Technology (KIT), Kaiserstr. 12,

D-76131 Karlsruhe, Germany

We have implemented a computational approach based on the Bethe–Salpeter equation (BSE)

for the theoretical description of electronically excited states of finite systems (atoms and mole-

cules). The approach is much used in computational solid-state physics and materials science,

but not so much in quantum chemistry. In recent years, however, interest in using the approach

for molecular systems has increased [1, 2]. Within the framework of the TURBOMOLE pro-

gram system, we have implemented the BSE approach using a resolution-of-the-identity (RI)

approximation for all two-electron electron-repulsion integrals that are required for solving the

equation [3]. Symmetry is utilized for the point group D2h and its subgroups, and the BSE ap-

proach can be applied in either a spin-restricted or a spin-unrestricted Kohn–Sham formalism.

Triplet as well as singlet excited states of closed-shell atoms and molecules can be treated in the

spin-restricted formalism. As a side product, our implementation also allows for the application

of the RI approximation to the Hartree–Fock exchange contribution that occurs when a hybrid

functional is used in time-dependent density-functional theory.

On input, BSE calculations need (Kohn–Sham) orbitals together with quasiparticle energies

obtained from a GW calculation. In the present work, we have explored the use of quasiparticle

energies obtained from linearized G0W0, xα-G0W0, eigenvalue self-consistent GW (evGW), and

fully quasiparticle self-consistent GW (scGW) calculations. The performance of the GW/BSE

approach is assessed by computing singlet and triplet excitation energies of 28 small organic

molecules. CPU timings are reported as well.

[1] D. Jacquemin, I. Duchemin, X. Blase, J. Phys. Chem. Lett. 8, 1524 (2017).

[2] T. Rangel, S. M. Hamed, F. Bruneval, J. B. Neaton, J. Chem. Phys. 146, 194108 (2017).

[3] K. Krause, W. Klopper, J. Comput. Chem. 38, 383 (2017).
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On-the-fly CASPT2 surface hopping dynamics 
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In this talk, I will present our recent work on analytical nuclear energy gradients and non-

adiabatic coupling matrix elements for the fully internally contracted (X)MS-CASPT2 

method, which are implemented in BAGEL, a publicly available open-source electronic-

structure program package. Numerical examples of on-the-fly non-adiabatic dynamics that 

we have enabled (photodynamics of adenine and a GFP model chromophore) will be 

presented.	
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Quantum Dynamics on Accurate Electronic Potentials

David P. Tew

School of Chemistry, University of Bristol, Cantocks Close, Bristol, UK

A prerequisite for quantum dynamics is an accurate representation of the electronic potential.

Two approaches for constructing model potentials from ab initio data will be introduced: one

based on Gaussian Process Regression[1] and one based on Elastic Net constrained least squares

regression[2]. Applications of the latter to vibrational structure of fluxional molecules[3] and to

the prototypical two-state reaction[4] FeO+ + H2 → Fe+ + H2O will be presented.

[1] P. Alborzpour, D. P. Tew and S. Habershon, J. Chem. Phys. 145, 174112 (2016).

[2] W. Mizukami, S. Habershon and D. P. Tew, J. Chem. Phys. 141, 144310 (2014).

[3] D. P. Tew and W. Mizukami, J. Phys. Chem. A 120, 9815–9828 (2016).

[4] S. Essafi, D. P. Tew and J. N. Harvey, Angew. Chem. Int. Ed. 56, 5790–5794 (2017).
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Recent advancements of ultrafast spectroscopies enable experimental measurements of 

microscopic processes in molecular aggregates and provide insight into the underlying 

mechanism. Simulation of these experiments in an ab initio manner require an accurate but 

tractable expression of the electronic wavefunction of the molecular aggregates. Here, an 

efficient low-rank approximation to the full-rank wavefunctions of molecular aggregates is 

presented. In the method, low-lying states of molecular aggregates are efficiently expanded 

by a small number of rank-one n-particle basis states that are direct products of mono-

molecular wavefunctions, each of which is written as a highly-entangled state such as the 

matrix product state. The complexities raised by the strong intra-molecular entanglement 

of π-conjugated molecules are, therefore, encapsulated by the MPS and eliminated from 

the degrees of freedom of the effective Hamiltonian of the molecular aggregates. It is 

demonstrated that the excitation energies of low-lying excited states of a pair of 

bacteriochlorophyll units with the CAS(52e, 50o) are accurately reproduced by only five 

rank-one basis. A theoretical investigation of the coherent and ultrafast fission process in 

rubrene crystal observed transient absorption spectroscopy will be also presented. 

  

       [1]  K. Miyata, Y. Kurashige, K. Watanabe, T. Sugimoto, S. Takahashi, S. Tanaka, J. 

Takeya, T. Yanai, and Y. Matsumoto, Nature Chem., DOI: 10.1038/NCHEM.2784.	
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Open-shell MC-srDFT -  

a new way to describe high-spin, low-spin, intermediate spin states and more 
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Reliable and cost-effective modeling of open-shell transition metal complexes and 

enzymes is still a huge challenge for computational quantum chemistry. In many cases 

DFT is not sufficiently reliable, and often state-of-the art methods such as CASPT2 and 

NEVPT2 are computationally too expensive.  

I have recently together with Erik Hedegård (Lund University) extended the multi-

configuration short-range density functional theory (MC-srDFT) methodology [1-7] to 

open-shell systems. This extension allows us to target transition metal systems where we 

aim to handle relative energies of different spin states, core- and valence electronic 

transitions, as well as magnetic response properties such as EPR and pNMR; all important 

ingredients for the understanding of (metallo)enzyme mechanisms. I will present the new 

method and some initial results. I hope to convince you that in the future your first choice 

should be open-shell MC-srDFT rather than CASPT2 or NEVPT2 for such applications. 

 

       [1]  On the universality of the long-/short-range separation in multiconfigurational density-
functional theory. E. Fromager, J. Toulouse, and H. J. Aa. Jensen, J. Chem. Phys. 126, 074111 (2007). 

       [2]  Merging multireference perturbation and density-functional theories by means of range separation: 

Potential curves for Be2, Mg2, and Ca2. E. Fromager, R. Cimiraglia, and H. J. Aa. Jensen, Phys. Rev. A 81, 

024502 (2010). 

       [3] Multi-configuration time-dependent density-functional theory based on range separation. E. 

Fromager, S. Knecht, and H. J. Aa. Jensen, J. Chem. Phys. 138, 084101 (2013). 

       [4]  On the universality of the long-/short-range separation in multiconfigurational density-functional 

theory. E. Fromager, J. Toulouse, and H. J. Aa. Jensen, J. Chem. Phys. 126, 074111 (2007). 

       [5]  Density Matrix Renormalization Group with Efficient Dynamical Electron Correlation Through 

Range Separation. E. D. Hedegård, S. Knecht, J. Skau Kielberg, H. J. Aa. Jensen, and M. Reiher, J. Chem. 

Phys. 142, 224108 (2015)). 

       [6]  Excitation Spectra of Nucleobases with Multiconfigurational Density Functional Theory. M. Hubert, 

H. J. Aa. Jensen, and E.D. Hedegård, J. Phys. Chem. A 120, 36–43 (2016). 

       [7]  Investigation of Multiconfigurational short-range Density Functional Theory for Electronic 

Excitations in Organic Molecules. M. Hubert, E.D. Hedegård, and H. J. Aa. Jensen, J. Chem. Theory Comput. 

12, 2203–2213 (2016). 
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The development of computationally efficient ab initio wave function methods, especially 

those that can provide precise description of bond breaking, biradicals, excited states 

dominated by two-electron transitions, and other multi-reference situations, continues to be 

at the center of quantum chemistry. This is particularly true in coupled-cluster (CC) theory, 

where one can either turn to multi-reference ideas or take advantage of the fact that the 

single-reference CC methods with a full treatment of higher-than-doubly excited clusters, 

including CCSDT, CCSDTQ, etc., rapidly converge to the exact, full configuration 

interaction (FCI), limit, allowing one to incorporate dynamical and non-dynamical 

correlation effects in a conceptually straightforward manner through particle-hole exci-

tations from a single Slater determinant. The main challenge in this area has been how to 

incorporate higher-order excitations within the single-reference CC framework without 

running into prohibitive computational costs of the CCSDT, CCSDTQ, and similar 

schemes, while avoiding failures of conventional CC approximations of the CCSD(T) 

type. In this talk, we explore a radically new way of obtaining highly accurate electronic 

energies, which rapidly converge to those resulting from the high-level CC calculations of 

the full CCSDT or CCSDTQ type with the ease of a single-reference computation. The key 

idea is a merger of the CC(P;Q) formalism [1-4], which enables one to correct energies 

obtained with conventional as well as unconventional truncations in the cluster and 

excitation operators for any category of many-electron correlation effects of interest, with 

the stochastic FCI Quantum Monte Carlo (FCIQMC) [5,6] and CC Monte Carlo (CCMC) 

[7] methodologies. When applied to CCSDT as the parent approach, the resulting 

stochastic CC(P;Q) formalism allows us to reach full CCSDT energetics to within tiny 

fractions of a millihartree at the small fraction of the computer cost, even when electronic 

near-degeneracies become substantial, without resorting to active-space concepts utilized 

in the previously developed [1-4] CC(t;3), CC(t,q;3), and CC(t,q;3,4) methods and 

practically eliminating the numerical noise present in FCIQMC and CCMC computations. 

[1] J. Shen and P. Piecuch, Chem. Phys. 401, 180 (2012). 

[2] J. Shen and P. Piecuch, J. Chem. Phys. 136, 144104 (2012). 

[3] J. Shen and P. Piecuch, J. Chem. Theory Comput. 8, 4968 (2012). 

[4] N.P. Bauman, J. Shen, and P. Piecuch, Mol. Phys., submitted. 

[5] G.H. Booth, A.J.W. Thom, and A. Alavi, J. Chem. Phys. 131, 054106 (2009). 

[6] D. Cleland, G.H. Booth, and A. Alavi, J. Chem. Phys. 132, 041103 (2010). 

[7] A.J.W. Thom, Phys. Rev. Lett. 105, 263004 (2010). 
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Response theory techniques to address X-ray spectroscopies 

by 

Patrick Norman 

With the installation of the fourth-generation synchrotron facility MAX IV in Sweden and 
XFEL facilities around the world, the Knut and Alice Wallenberg Foundation has initiated a 
concomitant investment in the development of theory and simulation techniques. The 
resulting Consortium for Theoretical X-ray Sciences (CoTXS) initiative builds on the active 
collaboration and synergy between seven leading theoretical groups in Sweden with principal 
investigators P. Norman, I. Abrikosov, R. Lindh, O. Eriksson, L.G.M. Pettersson, Y. Luo, and 
H. Ågren.  

We will present recent advances in response theory, designed to address molecular systems 
under electronic resonance conditions and referred to as the complex polarization propagator 
(CPP) approach [1]. In the CPP formulation, electronic relaxation in the core-excited state 
becomes a matter of electron correlation as illustrated in studies employing the hierarchical 
sets of coupled cluster (CC) and algebraic diagrammatic construction (ADC) methods. The full 
propagator formulation of inelastic scattering matrix elements (the Kramer–Heisenberg–
Dirac formula) has been derived in the ADC framework, which provides a response theory 
treatment of resonant inelastic X-ray scattering (RIXS) spectroscopy. The CPP approach is 
open-ended for extensions toward nonlinear X-ray spectroscopies, such as e.g. X-ray two-
photon absorption (XTPA), which are of concern in connection with research at X-ray free 
electron laser (XFEL) facilities. 

[1] Norman, A perspective on nonresonant and resonant electronic response theory for time-
dependent molecular properties, Phys. Chem. Chem. Phys., 2011, 13, 2051
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Streamlining Coupled Cluster Response Theory

T. Daniel Crawford1

1Department of Chemistry, Virginia Tech, Blacksburg, Virginia, U.S.A.

The optical properties of chiral molecules are among the most challenging to predict and sim-

ulate — even for state-of-the-art quantum chemical methods — because of their delicate de-

pendence on a variety of intrinsic and extrinsic factors, including electron correlation, basis set,

vibrational/temperature effects, etc.[1, 2] In numerous studies over the last decade, we have

demonstrated the importance of advanced quantum chemical methods such as coupled cluster

response theory for the prediction of an array of gas-phase chiroptical properties such as optical

rotation angles, circular dichroism rotatory strengths, Raman optical activity scattering inten-

sity differences, and more[3]. The primary disadvantage of such methods, however, is their

high-degree polynomial scaling, which limits significantly the size of system to which they may

be applied. Furthermore, solvation makes the task even more difficult, not only dramatically

expanding the complexity of the simulation, but sometimes altering even the sign of the chiral

response. It is thus essential that we reduce the computational demands of the more accurate and

reliable quantum chemical methods. In this lecture, we will discuss recent efforts in our group

toward this goal, including the exploration of local correlation techniques[4], many-body expan-

sions for the description explicitly solvated systems[5], a variety of implicit solvation models[6],

frozen-virtual natural orbitals for reduction of the correlation space[7], and real-time dynamics.

[1] T. D. Crawford, Theor Chem. Acc. 115, 227-245 (2006).

[2] T. D. Crawford, M. C. Tam, and M. L. Abrams, J. Phys. Chem. A, 111, 12057-12068

(2007).

[3] T. D. Crawford, “High Accuracy Quantum Chemistry and Chiroptical Properties,” in

Comprehensive Chiroptical Spectropscopy, N. Berova, K. Nakanishi, R. W. Woody, and

P. Polavarapu, eds., Wiley, New Jersey, 2012.

[4] H. R. McAlexander and T. D. Crawford, J. Chem. Theory Comput. 12, 209-222 (2016).

[5] T. J. Mach and T. D. Crawford, Theor. Chem. Acc. 133, 1449 (2014).

[6] T. D. Crawford, A. Kumar, K. Hannon, T. J. Mach, H. R. McAlexander, S. Höfener, and

L. Visscher, J. Chem. Theory Comput. 11, 5305-5315 (2015).

[7] A. Kumar and T. D. Crawford, J. Phys. Chem. A 121, 708-716 (2017).
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The presentation assesses the use of multi-scale approaches to describe the optical 

properties of molecular crystals, emphasizing on different strategies to account for solid 

state effects. The first challenge is the prediction and interpretation of the linear and 

nonlinear optical (NLO) responses of compounds ranging from molecular crystals to ionic 

crystals, and to metal organic frameworks (MOFs), i.e. their refractive indices and the 

second-order NLO susceptibilities (second harmonic generation).  The simulations are 

carried out by combining i) first principles evaluations of the molecular properties using a 

surrounding of point charges to describe the crystal polarizing field with ii) electrostatic 

interaction schemes to account for electric field screening – also called local field – effects.  

Several aspects of these simulations (geometry, DFT versus wavefunction, vibrational 

contributions, crystal field) are discussed at the light of comparisons with experiment [1]. 

The second challenge aims at improving thermochromism in organic crystals and co-

crystals by predicting the properties of these dynamical systems.  The corresponding 

computational investigations are discussed in a systematic way by considering i) the 

prediction of the crystal structures and of the key geometrical parameters, ii) the evaluation 

of the relative energy of the different forms of these molecular switches, and iii) the 

simulation of their optical properties.  The salicylideneaniline family has been selected to 

illustrate these issues, owing to the availability of experimental data on their 

thermochromic properties [2].  

 

 

       [1]  T. Seidler, K. Stadnicka, and B. Champagne, J. Chem. Theor. Comput. 10, 2114-

2124 (2014); T. Seidler, A. Krawczuk, B. Champagne, and K. Stadnicka, J. Phys. Chem. C 

120, 4481-4494 (2016). 

       [2]  J. Quertinmont, A. Carletta, N. A. Tumanov, T. Leyssens, J. Wouters, and B. 

Champagne, J. Phys. Chem. C 121, 6898-6908 (2017). 
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One powerful way to investigate the molecular world is to study its response to 

electromagnetic fields. Massive investments have been made, during the last two decades, 

in the advancement of experimental installations for the detection of increasingly 

sophisticated light-matter interaction, as exemplified by last generation synchrotron and (x-

ray) free electron laser facilities. New ways of probing molecules and materials are 

emerging, addressing a broad range of scientific problems of both fundamental and applied 

character. These developments are accompanied by an increasing demand for reliable 

theoretical and computational methodologies, as an essential component to be able to 

interpret the experimental results and to retrieve precise quantitative chemical information. 

An overview of our work on the development of such methodologies will be presented, 

with particular focus on coupled-cluster based methods for core (x-ray) spectroscopy of 

both ground and excited states [1-8], photoionization processes and photoelectron 

spectroscopy [9-10], and both coupled cluster and density functional theory protocols for 

magnetically induced/chiral effects [11-13].  

 

[1] S. Coriani and H. Koch, J. Chem. Phys. 143, 181103 (2015); 

[2] R.H. Myhre, S. Coriani and H. Koch, J. Chem. Theory Comput., 12, 2633 (2016) 

[3] S. Coriani, O. Christiansen, T. Fransson, P. Norman, Phys. Rev. A 85, 022507 (2012) 

[4] S. Coriani, T. Fransson, et al., J. Chem. Theory Comp. 8, 1616 (2012) 

[5] J. Kauczor, P. Norman, O. Christiansen, S. Coriani, J. Chem. Phys., 139 (2013) 211102  

[6] N. H. List, S. Coriani, J. Kongsted, O. Christiansen, J. Chem. Phys. 141 (2014) 244107 

[7] T. J. A. Wolf, R. H. Myhre, J. P. Cryan, S. Coriani, R. J. Squibb, A. Battistoni, N. 

Berrah, C. Bostedt, P. Bucksbaum, G. Coslovich, R. Feifel, K. J. Gaffney, J. Grilj, T. J. 

Martinez, S. Miyabe, S. P. Moeller, M. Mucke, A. Natan, R. Obaid, T. Osipov, O. Plekan, 

S. Wang, H. Koch, M. Gühr, Nature Commun. 2017, in press; arXiv:1610.08498 

[physics.chem-ph] 

[8] J. Carbone, R. H. Myhre, H. Koch, L. Cheng, S. Coriani, 2017, in preparation 

[9] B.N.C. Tenorio, M. A. C. Nascimento, S. Coriani, A. Braga Rocha, J. Chem. Theory 

Comput. 12, 4440 (2016) 

[10] A. Ponzi, P. Decleva, H. Koch, S. Coriani, 2017, in preparation 

[11] F. Santoro, R. Improta, T. Fahleson, J. Kauczor, P. Norman, S. Coriani, J. Phys. 

Chem. Lett. 5, 180 (2014) 

[12] J Cukras, J. Kauczor, P. Norman, A. Rizzo, G. L.J.A. Rikken, S. Coriani, Phys. Chem. 

Chem. Phys. 18, 13267 (2016) 

[13] M. Kaminski, J. Cukras, M. Pecul, A. Rizzo, S. Coriani, Phys. Chem. Chem. Phys. 17, 

19079 (2015) 
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Some of the latest developments in the theoretical and computational studies of nonlinear 

chiroptical properties and spectroscopies, will be reviewed. Both electric and magnetic 

field induced second harmonic generation (EFISHG1 & MFISHG2), and the related circular 

intensity differences (CIDs) in chiral samples, will be discussed. The phenomena, never 

having been explored experimentally to date, are related to special nonlinear mixed electric 

and magnetic frequency dependent responses, conveniently computed nowadays 

employing modern analytic response theory tools. Among the other nonlinear chiroptical 

spectroscopic properties, all proven to be amenable to ab initio simulation resorting to the 

tools of modern analytical response theory, to be discussed are: excited state electronic 

circular dichroism,3 magnetochiral dichroism and birefringence,4 and circularly polarized 

phosphorescence.5 The computational extension to highly accurate, Coupled Cluster 

models, for the increasingly popular Two-Photon Circular Dichroism (TPCD),6 will also 

be presented. 

 

 

 

 

 

 

 

 

	

																																																													

[1] A. Rizzo, H. Ågren, Phys. Chem. Chem. Phys. 15, 1198, (2013). 
[2] A. Rizzo, G. L. J. A. Rikken, R. Mathevet, Phys. Chem. Chem. Phys. 18, 1846, (2016). 
[3] A. Rizzo, O. Vahtras, J. Chem. Phys. 134, 244109, (2011). 
[4] J. Cukras, J. Kauczor, P. Norman, A. Rizzo, G. L. J. A. Rikken, S. Coriani, Phys. 

Chem. Chem. Phys. 18, 13267, (2016). 
[5] M. Kaminski, J. Cukras, M. Pecul, A. Rizzo, S. Coriani, Phys. Chem. Chem. Phys. 17, 

19079, (2015). 
[6] D. H. Friese, C. Hattig, A. Rizzo, Phys. Chem. Chem. Phys. 18, 13683, (2016). 
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The synergy between bond formation and bond breaking that is typical for pericyclic 

reactions is lost in their mechanistic cousins, cycloaromatization reactions. In these 

reactions, exemplified by the Bergman cyclization (BC), two bonds are sacrificed to form a 

single bond, and the reaction progress is interrupted at the stage of a cyclic intermediate. 

We will show that this intermediate, p-benzyne, is a chemical chameleon with reactivity 

ranging between the diradical and zwitterionic extremes. The diradical/zwitterion 

dichotomy is general and manifests itself in a variety of useful reactivity features.  

 

For example, the catalytic power of Au(I) in BC stems from a combination of two sources: 

stereoelectronic assistance of C–C bond formation (i.e., “LUMO umpolung”) and 

crossover from a diradical to a zwitterionic mechanism, that takes advantage of the 

catalyst’s dual ability to stabilize both negative and positive charges. Not only does the 

synergy between the bond-forming and charge-delocalizing interactions lead to a dramatic 

(>hundred-billion-fold) acceleration, but the evolution of the two effects results in 

continuous reinforcement of the substrate/catalyst interaction along the cyclization path 

[1]. This cooperativity converts the BC into the first example of an aborted [3,3] 

sigmatropic shift [2] where the pericyclic “transition state” becomes the most stable 

species on the reaction hypersurface. 

 

       [1]  R. P. Feynman, Phys. Rev. 56, 340 (1939). G. P. Gomes, I. V. Alabugin, J. Am. 

Chem. Soc., 139, 3406 (2017). 

       [2]  K. Gilmore, M. Manoharan, J. Wu, P. v. R. Schleyer, I. V. Alabugin, J. Amer. 

Chem. Soc. 134,  10584 (2012). 
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We studied processes of the gold implantation to the polyethylene (PE). For the basic 

insight into PE implanted by Au we used its smaller fragments consisting of 5 to 15 carbon 

atoms. The Car-Parrinello molecular dynamics was used for the modeling of collisions of 

Au
+
, Au and AuH with PE. Based on CCSD(T) benchmarks and previous studies on small 

Aun – ligand  clusters [1] we used the DFT/PBE0 method for calculations of 

thermodynamic data and IR spectra of possible Au containing PE. Basic motifs are 

described as H atom of PE substituted by gold, Au serving as a C-Au-C bridge connecting 

two PE fragments and Au incorporated in the backbone structure of PE: 

   

 

NBO analysis reveals the covalent character of C-Au bonds with binding energies of about 

200 – 320 kJ/mol. Calculated IR spectra helped to assign experimental FTIR spectra of 

HDPE before and after Au implantation, employing methods described in Ref. [2]. Most 

significant indication of Au implanted in PE are stretching C-Au vibrations lying around 

500 cm
-1

, (difficult to measure experimentally) and a broad 1000 - 1300 cm
-1

 band IR 

active in PE upon implantation by Au, but not in pure PE.     

 

We thank for the support from Slovak grants APVV-15-0105, VEGA 1/0465/15 and the 

ERDF –RDO Progr. "Univ. Sci. Park Campus MTF STU - CAMBO" ITMS: 2622022017. 

       [1]  M. Blaško, T. Rajský, M. Urban, Chem. Phys. Letters 671 84 (2017).  

       [2]  M. Nenadovič, J. Potočnik, M. Mitrič, S. Štrbac, Z. Rakočevič, Mat. Chem. Phys. 

142, 633 (2013).  
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The notion of molecules and structures is central to our chemical understanding. One 

useful definition of molecules is that they correspond to minima on potential energy 

surfaces (PES) and the local PES must support at least one bound rovibrational state. The 

structure of a molecule is usually considered to be the geometry corresponding to the 

minimum. If a molecule exists and has a structure, it is also commonly accepted that its 

internal motions can be separated into vibrations and rotations, motions which usually 

have very different time and energy scales. 

Nevertheless, there are chemical systems where both the notion of a molecule, that of a 

structure, as well as the separation of rotational and vibrational motion can be questioned. 

The lecture is centered around molecules where the concept of a structure and the 

separation of vibrations and rotations seems to break down. Complexes held together by 

van der Waals forces as well as those characterized by bonds whereby the covalent 

bonding picture is challenged are prone to exhibit unusual structures and unusual 

dynamical behavior. Highly excited states of “simple” molecules also exhibit unusual 
rotational-vibrational characteristics but in these cases it is still useful to keep the concept 

of a well-defined structure to explain the high-resolution spectrum of the molecule.  

For an astructural molecule consideration of a single minimum is insufficient to understand 

the observed high-resolution spectra, the structure averaged over the vibrational ground 

state (r0) is significantly different from the equilibrium Born–Oppenheimer one (re), 

rotational and vibrational spacings are of the same magnitude, the usual simple tools 

provided by the rigid rotor harmonic oscillator (RRHO) approximation are unable to yield 

a reasonable estimate of even the lowest rotational and rovibrational energy levels, and 

simple perturbative treatments based on the RRHO approximation fail already for the 

lowest nuclear motion states. Nevertheless, sophisticated tools of the fourth age of 

quantum chemistry are able to yield a quantitative understanding of the energy level 

structure and the high-resolution spectra of these astructural molecules and new models 

can also be developed to aid the qualitative understanding of nuclear motion dynamics of 

astructural molecules. 
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There is currently no doubt about the serious threat that oxidative stress (OS) represent to 

human health. Therefore, it is crucial to understand OS in detail, which implies identifying 

molecules capable of offering protection against it, or promoting it, through chemical 

routes. Biological systems are very complex, and so is the chemistry involved in OS and 

its prevention. This chemical stress takes place under diverse environmental conditions, 

and involve a wide variety of chemical species, as well as simultaneous and competing 

reactions [1,2]. Considering as many of such factors as possible is then a key aspect to 

properly model chemical systems related to OS. Some of them are analyzed, and particular 

attention is paid to the role of the pH, and acid-base equilibria in the protective vs. pro-

oxidant effects of phenolic compounds against OS. A kinetics-based methodology is used 

and validated against experimental data, and trends in reactivity are identified. A rapid 

approach to estimate the pKa values is presented, for molecules with different functional 

groups [3]. Some paradigmatic examples are used to illustrate the main points of the talk. 

They include molecules with dual antioxidant / pro-oxidant behavior [4], as well as 

rationally designed molecules intended to be particular efficient as OS protectors [5].  

 

       [1]  A. Galano, J. Mex. Chem. Soc. 59, 231 (2015). 
       [2]  A. Galano, G. Mazzone, R. Alvarez-Diduk, T. Marino, J. R. Alvarez-Idaboy, N. 

Russo, Annu. Rev. Food Sci. Technol. 7, 335 (2016). 
       [3]  A. Galano, A. Pérez-González, R. Castañeda-Arriaga, L. Muñoz-Rugeles, G. 

Mendoza-Sarmiento, et. al., J. Chem. Inf. Model. 56, 1714 (2016). 
       [4]  A. Perez-Gonzalez, J. R. Alvarez-Idaboy, A. Galano, New J. Chem. 41, 3829 

(2017). 

       [5]  A. Galano, Theor. Chem. Acc. 135, art. 157 (2016). 
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Lignocellulosic biomass is a major source of raw materials for the sustainable production 

of biofuels and valuable chemicals. The essential constituents of plant biomass – cellulose, 

hemicellulose, and lignin – are organized in highly recalcitrant structures in plant cell 

walls, such that the depolymerization of the polysaccharide and polyphenolic matrices by 

enzymatic or chemical processes requires previous thermal or chemical pretreatments of 

the biomass. In this talk, I report recent studies [1-4] based on the 3D-RISM [5] molecular 

theory of solvation  and MD simulations to investigate the thermodynamic forces between 

plant cell wall constituents and the role played by the solvent in cellulose aggregation 

under different thermodynamic conditions.  

 

       [1]  C. S. Pereira, R. L. Silveira, P. Dupree, M. S. Skaf, Biomacromolecules 18, 1311 

(2017). 

       [2] R. L. Silveira, S. R. Stoyanov, A. Kovalenko, M. S. Skaf, Biomacromolecules 17, 

2582 (2016). 

       [3] R. L. Silveira, S. R. Stoyanov, S. Gusarov, M. S. Skaf, A. Kovalenko, J. Phys. 

Chem. Lett. 6, 206 (2014). 

       [4] R. L. Silveira, S. R. Stoyanov, S. Gusarov, M. S. Skaf, A. Kovalenko, J. Am. 

Chem. Soc. 135, 19048 (2013). 

       [5] E. L. Ratkova, D. S. Palmer, M. V. Fedorov, Chem. Rev. 115, 6312 (2015). 
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Whereas for gas phase reactions between small molecules quantum chemical predictions 

have reached and even bypassed the limit of chemical accuracy (1 kcal/mol), this is 

typically not the case for reactions in the condensed phase (e.g. in solution or bulk). Thus, 

in addition to a highly accurate prediction of gas phase reactivity, a reliable calculation of 

solvation thermodynamics represents a critical issue when applying quantum chemistry to 

most problems of industrial interest. 

Although there are techniques like (ab-initio) molecular dynamics or coupling schemes 

between quantum chemistry and force field based methods (QM/MM), an explicit 

treatment of many solvent molecules is often prohibitive if fast answers to questions or a 

broad screening are required. Therefore, an implicit inclusion of solvent effects is typically 

preferred. 

This presentation discusses for the example of the COSMO-RS solvation model, how 

Gibbs free energies of reaction and activation are computed in solution; furthermore, the 

accuracy of this approach is analyzed. Examples of extreme cases are shown where either 

one or a few explicit solvent molecules are still necessary in order to obtain reasonable 

results or where it is even required to include the COSMO-RS free energy functional in 

energy and gradient calculation upon structure optimization. Application examples for the 

presented workflows out of the area of polymerization chemistry will be given.  
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Nitriles are essential intermediates used in the pharma, food and agrochemical industry as 

well as in material sciences. Acetonitrile is one basic example of this class of compounds 

that can not only serve as solvent but also as starting material for numerous products [1].   

 

Some of these products are accessible by high temperature reactions involving acetonitrile. 

In order to gain more fundamental insights into these types of reactions, experimental and 

computational results were compared to propose mechanistic aspects. 

 

 

[1] a) P. Pollak, G. Romeder, F. Hagedorn, H.-P. Gelbke, in Ullmann's Encyclopedia of 

Industrial Chemistry, Wiley-VCH Verlag GmbH & Co. KGaA, 2000.  b) G. Moine, H.-P. 

Hohmann, R. Kurth, J. Paust, W. Hähnlein, H. Pauling, B. J. Weimann, B. Kaesler, in 

Ullmann's Encyclopedia of Industrial Chemistry, Wiley-VCH Verlag GmbH & Co. KGaA, 

2000. c) S. C. DeVito, in Kirk-Othmer Encyclopedia of Chemical Technology, John Wiley 

& Sons, Inc., 2000. 
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Rational design of new active ingredients for pharmaceutical or agricultural use has 

become routine in industrial research. Almost all virtual screening and other computational 

high throughput methods are, for reasons of computational efficiency, based on classical 

mechanics, i.e. force field approaches, or are based on heuristics. Useful as these 

approaches are, the insights into the actual nature of binding are limited by approximations 

inherent to the respective approaches. With advances in computing power as well as 

advances in methodology, methods putting less approximate physics into the equation gain 

attractiveness. 

Applications of quantum theory for understanding ligand protein interactions are today still 

limited to low throughput, and are thus only rarely used in industrial applications.  

Following up on work from an earlier contribution [1], this talk exemplifies, how quantum 

chemistry can help to dig deeper into the way of how ligands and their protein targets 

interact. This knowledge further contributes to the understanding of binding modes and 

thus to rational design. As an example, a class of agrochemicals is discussed, in terms of 

efficacy, selectivity and specificity. 

 

 

[1]  M.E. Beck, O. Gutbrod, S. Matthiesen, Chemphyschem  16(13), 2760 (2015).  

      doi:  10.1002/cphc.201500341 
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Scoring functions provide an estimate of the quality of a binding pose of a ligand bound 

to a protein, and have been used in structure-based drug discovery for decades. These 

functions make significant approximations, but are fast enough to allow interactive 

visualisation and to drive protein-ligand docking applications. We will give a short 

historical summary of scoring functions, discuss the key challenges, and provide a 

perspective on how these functions are used within the pharmaceutical industry. 

Additionally, we present our own efforts in this field in terms of the development of novel 

knowledge-based scoring functions and docking algorithms. Finally, we will illustrate how 

scoring functions, and the applications and infrastructure we have built around them, 

impact on our fragment-based drug discovery projects.  
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The free energy of binding of a ligand to its target is an important optimization parameter 

in drug design, thus, its accurate prediction is highly desirable. Due to methodological 

advances and increased computer power, thermodynamic integration (TI) calculations can 

now be used to obtain relative free energies of binding of ligands in a timescale 

comparable to synthesis. 

To make these studies – especially for larger set of ligands – possible, we automated the 

setup procedure: starting from user defined binding modes, the procedure decides which 

ligands to connect via a perturbation based on maximum common substructure criteria and 

produces all necessary parameter and input files for free energy calculations in with the 

AMBER MD simulation package. 

We will present a number of examples to assess the performance and applicability of free 

energy calculations in a drug design context. 
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Over the last two decades first-principles calculations have leveraged algorithm development and 

increased computational power to enable detailed screening studies of materials candidates to be 

undertaken. Central to this approach is to identify a quality measure and series of numerical 

descriptors which characterise the quality of a candidate material. These descriptors vary for the 

application in question and due to their semi-quantitative nature can often be open to debate. When 

these simplified descriptor based models are coupled with databases (in the cases presented generated 

computationally) the power of first principles screening can be unlocked.  

 

This presentation will discuss the background of this approach for catalyst materials screening, where 

the quality measure is often relative activity or selectivity i.e. properties that rely on a kinetic model 

that capture the essence of a reaction in question. Secondary quality descriptors can also be introduced 

that allow, stability or cost (for example) to be probed. Following on from an introduction several 

examples from past and recent applications within JM will be illustrated. These examples will show, 

that whilst we cannot say precisely what a new catalysts should be  (given all of the experimental 

parameters involved in the preparation), we can go a long way towards reducing phase space and 

therefore have a tangible influence on the development of new catalyst materials.       

 

The final part of the presentation will briefly discuss some of the open challenges we are working 

on.  In terms of screening this can involve adding more complexity to the models; this could be in the 

form of metal support interactions and particle size effects or moving towards a more holistic 

predictive model, where materials properties, porosity, and reactor design are coupled and optimised 

together.  

 

Selected References: 

[1] M. Sarwar, C. Cooper, L. Briquet, A. M. Ukpong, C. B. Perry, G. Jones, Atomic-Scale Modelling 

and its application to Catalytic Materials Science, Johnson Matthey Technology Review, (2015). 

[2] S. W. Hoh, L. Thomas, G. Jones, D. J. Willock, A density functional study of oxygen vacancy on 

alpha-Fe2O2(0001) surface and the effect of supported Au nanoparticles. Res. Chem. Intermediat., doi: 

10.1007/s11164-015-1984-7 (2015). 

[3] J. Yates, G.H. Spikes and G. Jones Platinum-Carbide Interactions: Core-shells for catalytic use. 

Physical Chemistry Chemical Physics, 17 (6), 4250 (2015). 

[4] G. Jones, The origin of catalytic activity in sponge Ni catalysts for the hydrogenation of carbonyl 

compounds, Accepted Catalysis Structure and Reactivty, 1 (2), 78-87, (2015). 

[5] N. Acerbi, S.C.E Tsang, G.Jones, S. Golunski, P.Collier, Rationalisation of interactions in precious 

metal/ceria catalysts using the d-band center model, Angewandte Chemie International, 52, 7737-7741 

(2013). 

[6] G. Jones, J. Kleis, M. P. Andersson, F. Abild-Pedersen, T. Bligaard,  J. K. Nørskov, I. Chorkendorff, 

J. G. Jakobsen, S. S. Shim, S. Helveg, B. Hinnemann and J. Sehested,  First Principles Calculations and 

Experimental Insight Into Methane Steam Reforming Over Transition Metal Catalysts. Journal of 

Catalysis, Volume 259, 147-160 (2008). 
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Emission of nitrogen oxides (NOx) is a serious issue in our society today. During

combustion  of  fossil  fuels,  air  is  heated  to  very  high  temperatures  and  NOx  is  formed.

NOx consists of ~90% NO and ~10% NO2 which have negative effect on the environment

by e.g. smog formation in big cities and acid rain formation. The standard SCR reaction,

4NO + 4NH3 + O2 → 4N2 + 6H2O, and fast SCR reaction, 2NO + 2NO2 + 4NH3 → 4N2 +

6H2O, are key reactions in the current technology for emission control of diesel engines.

The most widely used catalyst for the SCR reaction is Vanadium deposited on TiO2

anatase and promoted with Tungsten (VOx/WOx/TiO2) which reduces NOx effectively in

the temperature range 200-500°C.

We present a Density Functional Theory (DFT) study of the full catalytic mechanism

describing both the Standard and the Fast selective catalytic reduction (SCR) reactions in

their correct stoichiometric form on a vanadia titania based catalyst model. It consists of

two cycles, NO-activation cycle and Fast SCR cycle that share the same reduction part but

use NO+O2 and  NO2 respectively for the reoxidation. The stoichiometry of the Standard

SCR reaction is obtained by coupling the two cycles and the stoichiometry of the Fast SCR

reaction is  represented by the Fast  SCR cycle.  We establish structures  and energetics  for

each elementary reaction allowing us to calculate the rate for the two reactions by

microkinetic modeling. We find at low temperatures the rate for the Standard SCR reaction

is determined by H2O formation and desorption as neither NO nor O2 reacts exothermically

with the reduced site prior to H2O desorption. On the contrary NO2 reacts directly with the

reduced site resulting in higher rate for the Fast SCR reaction at low temperatures. The rate

for  the two reactions is  the same at  higher  temperatures  as  the rate  determining step is  in

the reduction part which is common to both reactions.
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The  biggest  hurdle  to  widely  use  atomic  scale  techniques  on  glasses  is  the  lack  of

knowledge of a representative glass structure. While crystal structures are periodic and

unique, glass structures miss long range order and depend on details of the thermal history.

It  is  easy to create a random, disordered structure in a computer simulation,  it  is  also

possible  to  create  disordered  structures  which  resemble  all  observable  details  of  the

experimental  static  structure  factor.  However;  this  is  not  enough  for  a  'good'  glass

structure. In the present work [1] we restrict our self to small structures (< 200 atoms) and

use  as  a  criterion  for  a  'good'  glass  structure  the  detailed  match  of  the  phonon band

structure with experimental observation.  Based on that we calculate amorphous structures

using a combined approach of classic molecular dynamics and ab initio calculations. The

use of small systems allows long time equilibration runs and a quench to zero temperature

starting  from  a  temperature  at  which  the  system  shows  clearly  glassy  dynamics  on

logarithmic time scales in its two-time correlation functions with a structural relaxation up

to six orders of magnitude larger than microscopic vibrations.  A final relaxation with ab

initio methods  turns out to be essential to obtain a phonon density of states which matches

experimental  observations.  The  low  temperature  thermodynamics  of  a  solid,  for

temperatures below the Debye temperature, depend mainly on the thermal occupation of

phonon bands. The correct low temperature thermodynamics is shown by calculating the

temperature  dependent  Grüneisen  parameters  and  following  from that  the  temperature

dependent thermal expansion. Using two different classical potentials as a starting point

the sign change of the thermal expansion of fused silica around 160K is correctly obtained

from 9 out of 10 independent simulation runs.

       [1]  C. Scherrer, J. Horbach, F. Schmid, M. Letz, J. Non-Cryst. Sol. 468, 82 (2017).
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Abstract: Tetrafluoroindanes 1 that contain a tetrahydropyranyl ring instead of a 

cyclohexane ring exhibit record polarities combined with relatively low rotational 

viscosities and acceptable clearing points. The synthetic approach to these molecules will 

be described together with a computational study on their properties and mechanistic 

details.  
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The transformation from combustion engines to E-mobility is one of the key challenges 

within the next years. Providing batteries and fuel cells which allow for a long driving 

range, which are affordable and save, as well as durable, requires specially designed 

materials. Screening for new and improved materials by means of an automated simulation 

infrastructure, huge data bases and machine learning is more and more becoming a 

standard tool in industrial research. Here we will present the general framework and 

specific approaches used, as well as examples of new insights gained from our ab-initio 

DFT simulations. 
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